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CPS Transformation with Affine Types for Call-By-Value
Implicit Polymorphism
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Transformation of programs into continuation-passing style (CPS) reveals the notion of continuations, enabling

many applications such as control operators and intermediate representations in compilers. Although type

preservation makes CPS transformation more beneficial, achieving type-preserving CPS transformation for

implicit polymorphismwith call-by-value (CBV) semantics is known to be challenging.We identify the difficulty

in the problem that we call scope intrusion. To address this problem, we propose a new CPS target language

Λopen
that supports two additional constructs for polymorphism: one only binds and the other only generalizes

type variables. Unfortunately, their unrestricted use makes Λopen
unsafe due to undesired generalization

of type variables. We thus equip Λopen
with affine types to allow only the type-safe generalization. We

then define a CPS transformation from Curry-style CBV System F to type-safe Λopen
and prove that the

transformation is meaning and type preserving. We also study parametricity of Λopen
as it is a fundamental

property of polymorphic languages and plays a key role in applications of CPS transformation. To establish

parametricity, we construct a parametric, step-indexed Kripke logical relation for Λopen
and prove that it

satisfies the Fundamental Property as well as soundness with respect to contextual equivalence.
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1 INTRODUCTION
1.1 Background: CPS Transformation for Implicit Polymorphism
Transformation of programs into continuation-passing style (CPS) is a technique to reveal the

notion of continuations [Reynolds 1993], enabling many applications such as the enforcement

of specific evaluation strategies [Plotkin 1975; Reynolds 1972], control operators [Biernacki et al.

2015; Danvy and Filinski 1990; Felleisen et al. 1986; Hillerström et al. 2017; Reynolds 1972], and

intermediate representations (IRs) in compilers [Appel 1992; Cong et al. 2019; Fluet and Weeks 2001;

Kennedy 2007; Leißa et al. 2015]. Although the study of CPS transformation initially focused on its

semantics—specifically, the meaning-preserving aspects—with little attention on its typing [Fischer

1972; Plotkin 1975; Reynolds 1972], type-preserving CPS transformation has been proven beneficial

since its discovery by Meyer and Wand [1985] in the simply typed setting. For example, type-

preserving CPS transformation guides type systems for control operators [Danvy and Filinski
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1989; Kameyama and Yonezawa 2008], enables typed CPS IRs in compilers, which are useful for

optimization, debugging, and certification of generated assembly/machine code [Morrisett et al.

1999], and is key in certain program verification techniques [Kobayashi 2013]. Addressing more

programming features enables more programming languages to avail these advantages.

In this work, we address a long-standing open problem with CPS transformation: whether type-

preserving CPS transformation for implicitly polymorphic call-by-value languages is achievable.

Harper and Lillibridge [1993a] investigated extensions of simply-typed CPS transformation to two

classes of polymorphism—“standard” and “ML-like”—each with call-by-value (CBV) and call-by-

name (CBN) variants. “Standard” polymorphism corresponds to what we call explicit polymorphism,

where type abstraction and application appear explicitly as constructs, as in System F [Girard 1972;

Reynolds 1974], and evaluation does not proceed beneath type abstractions. “ML-like” polymor-

phism is called implicit, where evaluation does proceed beneath type abstractions (or, equivalently

from the semantic perspective, type abstraction and application implicitly appear in source programs

as in Curry-style System F [Leivant 1983]). Harper and Lillibridge provided type-preserving CPS

transformations for both CBV and CBN explicit polymorphism and for CBN implicit polymorphism.

However, their treatment of CBV implicit polymorphism depends on the value restriction [Tofte

1990], i.e., it restricts polymorphic expressions to be values. More significantly, they also showed

that achieving meaning- and type-preserving CBV CPS transformation is difficult even for a pure

language if no restriction is imposed on implicit polymorphism [Harper and Lillibridge 1993b]; we

will discuss a reason of the difficulty in Section 7.

Unfortunately, the dependence on the value restriction in the previous work is not very sat-

isfactory. Since the discovery of the value restriction,
1
many approaches to handling non-value

polymorphic expressions in effectful languages have been proposed [Appel and MacQueen 1991;

Garrigue 2004; Hoang et al. 1993; Kammar and Pretnar 2017; Leroy and Weis 1991; Sekiyama and

Igarashi 2019; Sekiyama et al. 2020]. The dependence on the value restriction prevents languages

with these advanced approaches from receiving the benefits of type-preserving CPS transformation.

For example, OCaml [Leroy et al. 2020] employs the relaxed value restriction [Garrigue 2004] due

to its several advantages over the value restriction. If type-preserving CPS transformation depends

on the value restriction, CPS (or CPS-like) compilers of OCaml could not avail benefits such as

typed IRs and compiler certification.

This problem is pervasive, specifically in languages with type inference, which involve implicit

polymorphism inherently. Further, CBV is also common in languages with imperative (or effectful)

constructs. Both strict languages, such as ML-family ones, and non-strict languages, such as Haskell,

may involve CBV fragments (e.g., via monads in the latter [Peyton Jones and Wadler 1993]). A study

of CPS transformation for CBV implicit polymorphism is valuable for these various languages.

1.2 This Work
Our ultimate, long-term goal is to achieve meaning- and type-preserving CPS transformation for

implicitly polymorphic CBV languages that do not employ the value restriction.

As a first step towards it, this work focuses on Curry-style CBV System F, a pure language with
unrestricted implicit polymorphism. To this end, we must implement the evaluation strategy of

implicit polymorphism via CPS transformation. However, we discover that this requirement causes

the problem that we call scope intrusion, which enables type variables to escape from their scope

and makes defining type-preserving CPS transformation a challenge.

1
The value restriction was originally introduced to resolve the unsoundness issue with polymorphic type systems in the

presence of mutable references.
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To address this challenge, we propose a new polymorphic CPS target language Λopen
that

supports two additional constructs for polymorphism: restrictions, which only bind type variables,

and open type abstractions, which only generalize the type variables introduced by the former. These

constructs enable us to solve scope intrusion, but their unrestricted use makes the language unsafe

due to the undesired generalization of type variables. Specifically, without restriction, they would

allow the same type variable to be generalized twice and, as a result, would break the assumption

for type safety that the occurrences of the same type variable should be replaced with the same type.

We prevent this undesired generalization using affine types [Maraist et al. 1995], which can ensure

that type variables are generalized only once.
2
Setting Λopen

as the target, we provide meaning-

and type-preserving CPS transformation for Curry-style CBV System F.

We further study parametricity of Λopen
. Parametricity [Reynolds 1983; Wadler 1989], a funda-

mental property in polymorphic languages, ensures that abstraction is never violated, establishes

powerful reasoning principles, and enhances CPS transformation. For example, parametricity

enables reasoning about CPS-transformed terms [Thielecke 2003, 2004], verified CPS compil-

ers [Ahmed and Blume 2011], and typed CPS IRs for dependently typed languages [Bowman et al.

2018]. Inspired by these applications (and as a sanity check of Λopen
), we construct a parametric,

step-indexed Kripke logical relation for Λopen
and prove that it satisfies the Fundamental Property.

Our logical relation is compatible with term constructors in Λopen
, which further enables us to

prove that it is sound with respect to contextual equivalence [Morris 1969]. These results could

enhance our CPS transformation furthermore, but further investigation is left as future work.

The contributions of this work can be summarized as follows.

• We define a type-safe polymorphic language Λopen
with restrictions, open type abstractions,

and affine types.

• Employing Λopen
as a target, we provide a CPS transformation for Curry-style CBV System F

and prove that it is meaning and type preserving.
3

• We construct a step-indexed Kripke logical relation for Λopen
and prove that it satisfies the

Fundamental Property and soundness with respect to contextual equivalence.

The rest of this paper is organized as follows. Section 2 reviews Curry-style CBV System F, which

is referred to as 𝜆∀𝑣 . Section 3 presents an overview of this work, describing the scope intrusion

problem and how we address it. Section 4 defines the CPS target language Λopen
and Section 5

provides the meaning- and type-preserving CPS transformation from 𝜆∀𝑣 to Λopen
. Section 6 shows a

logical relation for Λopen
and its properties. Section 7 discusses related work and Section 8 concludes.

This paper may omit the formal definitions of certain well-known notions, auxiliary lemmas, and

detailed proofs. The full definitions, lemmas, and proofs are found in the supplementary material.

2 𝜆∀
𝑉
: CURRY-STYLE CBV SYSTEM F

This section introduces 𝜆∀𝑣 , which is the CBV 𝜆-calculus extended with polymorphic types. The

syntax, semantics, and type system of 𝜆∀𝑣 are standard, shown in Figure 1. The remainder of this

section summarizes them to make this paper self-contained.

Syntax. We use the metavariables x, y, z, f , k for variables and 𝛼 , 𝛽 , 𝛾 for type variables. 𝜆∀𝑣 is

parameterized over constants, ranged over by c, and base types, ranged over by 𝜄. Types, ranged

2
We decided to use affine types, not linear types, because affine types are more flexible in that, when we extend the source

language with control operators, they could enable CPS transformation that allows discarding continuations captured by

the control operators, while linear types would require the exact use of the continuations. However, linear types would also

help us attain the objective of this study; a target language with linear typing can be defined as Λopen
.

3
In this work, “meaning preservation” implies that the meaning of a whole program is preserved. Considering meaning

preservation on expressions, as in previous work on compiler certification [Ahmed and Blume 2011], is left for future work.
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Syntax
Variables x, y, z, f , k Type variables 𝛼, 𝛽,𝛾 Constants c ::= true | false | 0 | + | ...

Base types 𝜄 ::= bool | int | ... Types 𝜏 ::= 𝛼 | 𝜄 | 𝜏1 → 𝜏2 | ∀𝛼.𝜏
Terms e ::= x | c | 𝜆x .e | e1 e2 Values w ::= x | c | 𝜆x .e

Typing contexts Θ ::= ∅ | Θ, x :𝜏 | Θ, 𝛼

Semantics e1 −→𝐹 e2

c1 c2 −→𝐹 𝜁 (c1, c2) (𝜆x .e) w −→𝐹 e[w/x]
e1 −→𝐹 e′

1

e1 e2 −→𝐹 e′
1
e2

e2 −→𝐹 e′
2

w1 e2 −→𝐹 w1 e′
2

Type system ⊢ Θ Θ ⊢ e : 𝜏

⊢ ∅
⊢ Θ Θ ⊢ 𝜏 x ∉ dom(Θ)

⊢ Θ, x :𝜏
⊢ Θ 𝛼 ∉ dom(Θ)

⊢ Θ, 𝛼

⊢ Θ x :𝜏 ∈ Θ

Θ ⊢ x : 𝜏

⊢ Θ

Θ ⊢ c : ty→ (c)
Θ, x :𝜏1 ⊢ e : 𝜏2

Θ ⊢ 𝜆x .e : 𝜏1 → 𝜏2

Θ ⊢ e1 : 𝜏1 → 𝜏2 Θ ⊢ e2 : 𝜏1
Θ ⊢ e1 e2 : 𝜏2

Θ, 𝛼 ⊢ e : 𝜏
Θ ⊢ e : ∀𝛼.𝜏

Θ ⊢ e : ∀𝛼.𝜏2 Θ ⊢ 𝜏1

Θ ⊢ e : 𝜏2 [𝜏1/𝛼]

Fig. 1. Syntax, semantics, and type system of 𝜆∀𝑣 .

over by 𝜏 , consist of type variables, base types, function types 𝜏1 → 𝜏2, and polymorphic types ∀𝛼.𝜏
(which bind 𝛼 in 𝜏). Terms, ranged over by e, consist of variables, constants, lambda abstractions

𝜆x .e (which bind x in e), and applications e1 e2. Variables, constants, and lambda abstractions are

also called values, ranged over by w. Typing contexts, ranged over by Θ, are finite sequences of
bindings of the form x :𝜏 , which assigns the type 𝜏 to the variable x, or 𝛼 . We write dom(Θ) for the
set of variables and type variables bound by Θ. The notions of free variables and free type variables
are defined as usual. We write ftv(𝜏) for the set of free type variables in the type 𝜏 . A type is closed

if and only if it contains no free type variable. We also write e1 [e2/x] for the term obtained by

substituting e2 for free variable x in e1 in a capture-avoiding manner. Similarly, 𝜏1 [𝜏2/𝛼] is the
type obtained by applying capture-avoiding type substitution [𝜏2/𝛼] to 𝜏1. Note that there are no
syntactic constructs for type abstraction and type application because they appear only implicitly.

Semantics. The semantics is defined by the evaluation relation −→𝐹 , which is a binary relation

over terms. The first two rules in Figure 1 define reduction. The reduction of a constant application

c1 c2 depends on the metafunction 𝜁 , which maps pairs of constants to constants. A function

application (𝜆x .e) w reduces to e[w/x] as usual (𝛽-reduction). It requires the argument w to be a

value because this work considers the CBV semantics. The other two rules determine the subterms

to be reduced, and indicate that the evaluation proceeds from left to right.

Type system. The type system consists of two judgments. Well-formedness judgment ⊢ Θ states

that typing context Θ is well formed, that is, Θ binds the same term and type variable at most once

and assigns a well-formed type to a term variable. A type 𝜏 is well formed under a typing context Θ,
written as Θ ⊢ 𝜏 , if and only if Θ binds all the free type variables in 𝜏 . Typing judgment Θ ⊢ e : 𝜏
states that e is typed at 𝜏 under Θ. All the typing rules are standard. The metafunction ty→ assigns

a closed first-order type of the form 𝜄1 → . . . → 𝜄n → 𝜄n+1 to each constant. We assume that, for

each constant c, the type ty→ (c) is consistent with the denotation given by 𝜁 . More formally, the

following holds for any c1, c2, and 𝜏 : 𝜁 (c1, c2) is well defined and ty→ (𝜁 (c1, c2)) = 𝜏 if and only if
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ty→ (c1) = 𝜄 → 𝜏 and ty→ (c2) = 𝜄 for some 𝜄. A polymorphic type quantifies a type variable that

does not occur free in a typing context, and can be instantiated with a well-formed type.

3 OVERVIEW
This section illustrates scope intrusion, which hinders type-preserving CBV CPS transformation

for unrestricted implicit polymorphism, and then provides an overview of our approach to it.

3.1 Challenge: Scope Intrusion
In contrast with the simplicity of the definition, CPS transformation involves several factors. To

clarify the aspects of CBV CPS transformation that make extension to implicit polymorphism

difficult, we begin by reviewing the factorization of CBV CPS transformation.

Danvy [1992] found that CBV CPS transformation can be factorized into three stages: naming

intermediate results, sequencing computation, and rendering access to continuations explicit. Sabry

and Felleisen [1992] discovered that the first two stages can be expressed in a source language via

two reduction rules on source terms: 𝛽flat, which names intermediate results, and 𝛽lift, which lifts

subterms to be evaluated upward.

Let’s take a close look at 𝛽lift, which is problematic in implicit polymorphism. The rule 𝛽lift
depends on the notion of evaluation contexts, which are a syntactic device to express continuations

in operational semantics [Sabry and Felleisen 1992] and identify subterms to be evaluated. Let E be

an evaluation context. We write: E[e] for the term obtained by filling the hole [ ] of E with a term

e; and fv (E) for the set of free variables in E. Then, 𝛽lift is expressed by:

E[(𝜆x .e1) e2] =⇒ (𝜆x .E[e1]) e2 (if E ≠ [ ] and x ∉ fv (E))
(e1 =⇒ e2 means that e1 is reduced to e2). This rule reveals how CPS transformation enforces a

specific evaluation order (determined by evaluation contexts here) independently of the evaluation

strategy in the target language.
4
For simplicity, let e2 be a value w2. Then, 𝛽lift reduces E[(𝜆x .e1) w2]

to (𝜆x .E[e1]) w2. Both CBV and CBN reduce the resulting term to the same term E[e1] [w2/x]
because neither of them evaluates under the 𝜆 nor evaluates the argument value w2 further. In this

way, 𝛽lift enables the redex determined by an evaluation context to be reduced first in both CBV

and CBN. CPS transformation inherently incorporates both 𝛽lift and 𝛽flat [Danvy and Hatcliff 1992;

Sabry and Felleisen 1992]. Thus, 𝛽lift should be type preserving for CPS transformation to be so.

Unfortunately, naive support for implicit polymorphism makes 𝛽lift non-type-preserving. To

demonstrate this, we make type abstraction and application explicit as in System F: we write Λ𝛼.e
and e 𝜏 for explicit type abstractions and applications, respectively. Explicit polymorphism with

these constructs can simulate the semantics of implicit polymorphism by allowing evaluation

contexts in which the holes occur under binders Λ of type variables. For example, Λ𝛼. [ ] is a

valid evaluation context and, as it allows reduction under the Λ, a term Λ𝛼.((𝜆x .x) (𝜆x .x)) can
be reduced to Λ𝛼.𝜆x .x by 𝛽-reduction. Inspired by Harper and Lillibridge [1993a], we call such

polymorphism ML-like explicit polymorphism.

Consider 𝛽lift in ML-like explicit polymorphism. Because E[Λ𝛼. [ ] ] is a valid evaluation context,

𝛽lift would allow the following transformation:

E[Λ𝛼.((𝜆x .e1) e2)] =⇒ (𝜆x .E[Λ𝛼.e1]) e2 (if x ∉ fv (E)) .
This transformation intrudes the scope of the type variable 𝛼 . It is necessary because the eval-

uation context E expects the hole to be filled with a polymorphic term. However, the intrusion

causes two typing issues in the resulting term. The first issue is that the resulting term does not

bind the type variable 𝛼 in e2. The second, more serious issue is that, while the original term binds

4
The other rule 𝛽

flat
is also important for applying 𝛽

lift
to weak head normal forms within lambda abstractions.
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the variable x inside the scope of 𝛼 , the resulting term binds it outside the scope of 𝛼 . This change
may make it impossible for x to have the type required for the resulting term to be well typed. For

example, let e1 = id (𝛼 → 𝛼) x, where id is a polymorphic identity function of the type ∀𝛽.𝛽 → 𝛽 .

This term is well typed if and only if x is assigned the type 𝛼 → 𝛼 . The subterm Λ𝛼.((𝜆x .e1) e2) in
the original term can be well typed (if e2 is of 𝛼 → 𝛼), because x is bound within the scope of 𝛼

and, thus, it can be assigned the type 𝛼 → 𝛼 . However, the subterm 𝜆x .E[Λ𝛼.e1] in the resulting

term should be ill typed because the type of x cannot reference 𝛼 .

Note that this scope intrusion problem does not occur if the source language employs the value

restriction or “standard” explicit polymorphism [Harper and Lillibridge 1993a], where all type

abstractions are values and evaluation does not proceed beneath type abstractions, because they

can exclude the evaluation contexts that cause the scope intrusion problem, such as E[Λ𝛼. [ ] ].
Harper and Lillibridge [1993a] found that a variant of ML-like explicit polymorphism with CBN

semantics can also exclude the problematic evaluation contexts. However, obtaining such a variant

for CBV is difficult because evaluation beneath type abstractions appears unavoidable there.

3.2 Our Solution
To resolve the scope intrusion problem, we propose new constructs for polymorphism. The con-

structs enable type-preserving CBV CPS transformation, but their unrestricted use is unsafe. We

restrict their use to be safe by introducing affine types. In what follows, we present an overview

of these ideas. We use the metavariable M for terms in a language with the new constructs for

polymorphism to distinguish them from those in System F.

3.2.1 New Constructs: Restriction and Open Type Abstraction. In this section, we informally intro-

duce two constructs: restriction and open type abstraction. A restriction 𝜈𝛼.M simply introduces a

fresh type variable 𝛼 and binds it in the term M . An open type abstraction Λ◦⟨𝛼,M ⟩ generalizes
(but does not bind) the type variable 𝛼 , which may occur free in M . For example, an open type

abstraction Λ◦⟨𝛼, 𝜆x .x ⟩ can be given type ∀𝛼.𝛼 → 𝛼 by assigning the type variable 𝛼 to x and

generalizing it; note that 𝛼 must be bound by an outer 𝜈 . Intuitively, an open type abstraction

Λ◦⟨𝛼,M ⟩ is evaluated to Λ◦⟨𝛼,V ⟩ where V is the evaluation result of the body M , and then to

Λ𝛼.V (thus, explicit type abstractions are still supported). Open type abstractions can generalize

only type variables bound by 𝜈 and not those bound by Λ.
The benefit of using the new constructs is recognized in generalizing type variables in open terms

(i.e., terms containing free variables). For example, consider a term 𝜆x .Λ◦⟨𝛼, id (𝛼 → 𝛼) x ⟩ (recall
that id is of ∀𝛽.𝛽 → 𝛽). This function can be given the type (𝛼 → 𝛼) → ∀𝛼.(𝛼 → 𝛼) by assigning

the type 𝛼 → 𝛼 to x because the body id (𝛼 → 𝛼) x has 𝛼 → 𝛼 and the open type abstraction

generalizes 𝛼 in the body. Note that open type abstractions can generalize type variables in the

types assigned to variables even if the variables are bound outside the open type abstractions. By

contrast, as seen in Section 3.1, a term 𝜆x .Λ𝛼.id (𝛼 → 𝛼) x with ordinary type abstraction cannot

have such a type, because the Λ determines the scope of 𝛼 and x is bound outside of it.

Now, let’s see how the new constructs resolve the scope intrusion problem. First, we express

a context Λ𝛼. [ ] in a source program by 𝜈𝛼.Λ◦⟨𝛼, [ ] ⟩ in the target language of transformation.

Thus, the problematic evaluation context E[Λ𝛼. [ ] ] is expressed by E[𝜈𝛼.Λ◦⟨𝛼, [ ] ⟩]. Then, we
can give CPS transformation such that a function application (𝜆x .M1)M2 placed in the hole is lifted

in a type-safe manner. It consists of two steps.

E[𝜈𝛼.Λ◦⟨𝛼, (𝜆x .M1)M2 ⟩] =⇒ 𝜈𝛼. E[Λ◦⟨𝛼, (𝜆x .M1)M2 ⟩] =⇒ 𝜈𝛼. ((𝜆x .E[Λ◦⟨𝛼,M1 ⟩])M2)

where we suppose that 𝛼 and x do not occur free in E. The first step extrudes the 𝜈 onto the top

of the program whereas the second intrudes the Λ◦ under the 𝜆 by considering the evaluation

Proc. ACM Program. Lang., Vol. 5, No. ICFP, Article 95. Publication date: August 2021.
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context E[Λ◦⟨𝛼, [ ] ⟩]. We can observe that this new transformation still enforces the evaluation

order determined by evaluation contexts, as follows. The evaluation of a restriction term 𝜈𝛼.M
proceeds by simply evaluating its body M . Thus, the evaluation of the resulting term begins with

the reduction of the redex (𝜆x . ...)M2 if M2 is a value.

This transformation is type preserving. Suppose that the original term is well typed. Then, it is

found that M2 has some type 𝜏2, M1 has some type 𝜏1 under the type assignment that gives x the

type 𝜏2, and E requires the hole to be filled with a term of the polymorphic type ∀𝛼.𝜏1 (in general,

restriction 𝜈𝛼.M has the same type as its body M). In addition, 𝜆x .M1 and M2 must be placed in a

context that binds 𝛼 . Considering the resulting term, the 𝜈 at the top-level binds 𝛼 . Thus, M2 can

be of the type 𝜏2. The application (𝜆x . ...)M2 in the resulting term allows (and requires) the bound

variable x to have the same type as M2; thus, x is assigned 𝜏2. This type assignment allows M1 to

be of the type 𝜏1. Then, the open type abstraction Λ◦⟨𝛼,M1 ⟩ has the polymorphic type ∀𝛼.𝜏1 by
generalizing 𝛼 in the type 𝜏1 of M1. Thus, it can be used to fill the hole of E. The type of the entire
resulting term is the same as that of the original term, which is given by E. Thus, the transformation

is type preserving. Section 5 defines a CBV CPS transformation based on this idea.

3.2.2 Restricting Generalization by Affine Types. Although open type abstractions are key to type-

preserving CBV CPS transformation for implicit polymorphism, their unrestricted use allows type

variables to be generalized more than once, which results in allowing a term that is well typed but

gets stuck. For example, let us consider a termM def

= Λ◦⟨𝛼, 𝜆x .Λ◦⟨𝛼, 𝜆y.x ⟩ ⟩. This term generalizes

the type variable 𝛼 twice and would have the type ∀𝛼.𝛼 → ∀𝛼.(𝛼 → 𝛼) by assigning 𝛼 to both

x and y. This type indicates that application of M to any value returns a polymorphic identity

function. Thus, for example, we can expect that a term (M int 0) bool true is of the type bool and
returns a Boolean value. However, considering the underlying untyped term of M (i.e., eliminating

the Λ◦s), we can find that it would return the first argument value, integer 0. This result indicates

that we can provide a program that is well typed but gets stuck.

In general, the type checking with the standard type abstraction mechanism as in System F

assumes that a type variable is only associated with a single type within its scope by instantiation.

However, the unrestricted use of open type abstractions breaks this assumption: it causes a type

variable to be associated with multiple different types.

Our solution to this problem is to constrain the use of open type abstractions so that every type

variable is generalized at most once. We enforce this constraint using affine types [Maraist et al.

1995], which are a general type-based technique to ensure that a value is not used more than once.

Our type system manages both values and type variables in an affine manner to prevent more than

one open type abstraction from generalizing the same type variable.

4 ΛOPEN: CPS TARGET LANGUAGE
This section defines the target language Λopen

of our CPS transformation. Λopen
is a polymorphic

𝜆-calculus with restrictions, open type abstractions, and affine types as sketched in Section 3.2.

4.1 Syntax
Figure 2 presents the syntax of Λopen

, where polymorphism is made explicit.

Types, ranged over by A, B, C, and D, include type variables, base types, and polymorphic types

as in 𝜆∀𝑣 . The other two type constructors originate from linear logic [Girard 1987] (although the

present work considers affine typing, not linear typing). An affine function type A ⊸ B is given to

functions that produce a value of the type B by referring to argument variables of the type A at
most once. We call variables that can be used at most once affine and those that can be used multiple

times unrestricted. Affine variables can be bound to any value, but unrestricted ones can only be
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Types A, B,C,D ::= 𝛼 | 𝜄 | ∀𝛼.A | A ⊸ B | !A
Terms M ::= x | c | 𝜆x .M | M1 M2 | !M | let !x = M1 inM2 |

𝜈𝛼.M | Λ◦⟨𝛼,M ⟩ | Λ𝛼.M | M A
Uses 𝜋 ::= 0 | 1 | 𝜔
Typing contexts Γ ::= ∅ | Γ, x :

𝜋 A | Γ, 𝛼𝜋

Well-formedness rules ⊢ Γ

⊢ ∅
⊢ Γ Γ ⊢ A x ∉ dom(Γ)

⊢ Γ, x :
𝜋 A

⊢ Γ 𝛼 ∉ dom(Γ) 𝜋 ≠ 𝜔

⊢ Γ, 𝛼𝜋

Typing rules Γ ⊢ M : A
⊢ Γ

Γ ⊢ x : Γ(x) T_Var

⊢ Γ

Γ ⊢ c : ty(c) T_Const

Γ, x :
1 A ⊢ M : B

Γ ⊢ 𝜆x .M : A ⊸ B
T_Abs

Γ1 ⊢ M1 : A ⊸ B Γ2 ⊢ M2 : A
Γ1 + Γ2 ⊢ M1 M2 : B

T_App

⊢ Γ 𝜔Γ ⊢ M : A
Γ ⊢ !M : !A

T_Bang

Γ1 ⊢ M1 : !B Γ2, x :
𝜔 B ⊢ M2 : A

Γ1 + Γ2 ⊢ let !x = M1 inM2 : A
T_LetBang

Γ, 𝛼1 ⊢ M : A Γ ⊢ A
Γ ⊢ 𝜈𝛼.M : A

T_Nu

Γ ⊢ M : ∀𝛼.B Γ ⊢ A
Γ ⊢ M A : B[A/𝛼] T_TApp

Γ1, 𝛼
0, Γ2 ⊢ M : !A

Γ1, 𝛼1, Γ2 ⊢ Λ◦⟨𝛼,M ⟩ : !∀𝛼.A T_Gen

⊢ Γ 𝜔Γ, 𝛼0 ⊢ M : A
Γ ⊢ Λ𝛼.M : ∀𝛼.A T_TAbs

Fig. 2. Syntax and type system of Λopen.

bound to unrestricted values. We deem values affine by default and require values used more than

once to be of an “of-course” type. An of-course type !A is given to unrestricted values of the type A.
Terms, ranged over by M , follow those of the linear 𝜆-calculus [Maraist et al. 1995], augmented

with the constructs for polymorphism. They contain terms from the 𝜆-calculus (variables, constants,

functions, and applications) and terms for operating unrestricted values (!M and let !x = M1 inM2).

An unrestricted term !M ensures that the evaluation result of M is unrestricted by restricting M to

refer only to unrestricted variables. A term let !x = M1 inM2, where x is bound in M2, evaluates M2

after binding the unrestricted variable x to the unrestricted value produced by M1. The remaining

four constructs are for polymorphism. A restriction 𝜈𝛼.M introduces a fresh type variable 𝛼 and

binds it in M . An open type abstraction Λ◦⟨𝛼,M ⟩ generalizes the type variable 𝛼 that may occur

free in M . Note that it does not bind 𝛼 . A type abstraction Λ𝛼.M and type application M A come

from System F. We call type abstractions of this form closed.
We introduce certain syntactic notation as in 𝜆∀𝑣 . We write ftv(A) for the set of free type vari-

ables in the type A. Terms and types obtained by applying capture-avoiding substitution, such as

M1 [M2/x],A1 [A2/𝛼], andM1 [A2/𝛼], are defined as usual, except forM1 [A2/𝛼]: the termM1 [A2/𝛼]
is well defined if and only if 𝛼 is not generalized in M1 (i.e., M1 involves no subterm of the form

Λ◦⟨𝛼,M ′ ⟩) or A2 is a type variable.

4.2 Type System
This section formalizes the type system informally illustrated in Section 3.2. Figure 2 gives the

definition of typing contexts and inference rules for the type system.
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Typing contexts, ranged over by Γ, are sequences of bindings of variables coupled with types and

those of type variables. Unlike in 𝜆∀𝑣 , bindings in Λopen
accompany uses [Igarashi and Kobayashi

1997; Turner et al. 1995], ranged over by 𝜋 , which determine the usage of variables and type

variables. A use attached to a variable determines how many times the variable can be referenced.

Variables with the use 0 may never be referenced; those with 1 may be only once; and those with

𝜔 may be any number of times. A use attached to a type variable determines whether it can be

generalized. Type variables with 0 may never be generalized and those with 1 may be only once.

The type system ensures that type variables are not equipped with 𝜔 . Uses given to type variables

restrict the generalization of the type variables but do not restrict references to them. For example,

a type variable 𝛼 occurs in (M 𝛼) 𝛼 twice, but this term can be typechecked ifM has a type ∀𝛽.∀𝛾 .A.
The type system of Λopen

consists of two judgments: well-formedness judgment ⊢ Γ and typing

judgment Γ ⊢ M : A. The well-formedness rules are identical to the rules in 𝜆∀𝑣 except that it

is ensured that the use 𝜔 is never attached to type variables. Figure 2 uses the same notation

as in 𝜆∀𝑣 : dom(Γ) is the set of variables and type variables bound by the typing context Γ; and

Γ ⊢ A def

= ftv(A) ⊆ dom(Γ). We also write Γ1, Γ2 for the concatenation of Γ1 and Γ2.
Typing rules are in a syntax-directed manner. The rule (T_Var) assigns the type Γ(x) to a variable

x; we write Γ(x) for the type A such that x :
𝜋 A ∈ Γ for some 𝜋 ≠ 0. Thus, (T_Var) disallows

reference to variables having the use 0. The premise ⊢ Γ ensures that Γ(x) is uniquely determined.

The rule (T_Const) gives a constant c the type ty(c), which is the same as ty→ (c) except that the
type constructor → is replaced by⊸. The rule (T_App) for applications is standard except for the

use of typing context addition +, which is conventional in some calculi involving linearity [Atkey

2018; Cervesato and Pfenning 1996; Igarashi and Kobayashi 1997; Montagu and Rémy 2009]. It

merges the uses of bindings in two typing contexts, defined as follows.

Definition 1 (Typing Context Addition). The binary operation + on uses is defined as follows:

0 + 𝜋
def

= 𝜋 + 0 def

= 𝜋 𝜔 + 𝜋
def

= 𝜋 + 𝜔
def

= 1 + 1 def

= 𝜔 (for any 𝜋 ) .

The binary operation + on typing contexts is defined as follows:

∅ + ∅ def

= ∅
(Γ1, x :

𝜋1 A) + (Γ2, x :
𝜋2 A) def

= (Γ1 + Γ2), x :
𝜋1+𝜋2 A

(Γ1, 𝛼𝜋1 ) + (Γ2, 𝛼𝜋2 ) def

= (Γ1 + Γ2), 𝛼𝜋1+𝜋2 (if 𝜋1 + 𝜋2 ≠ 𝜔) .

The rule (T_App) builds the typing context in the conclusion judgment by merging the typing

contexts Γ1 for function M1 and Γ2 for argument M2. The definition of use addition indicates that

variables referenced by bothM1 andM2 are equipped with the use𝜔 in the conclusion judgment. By

contrast, it is impossible for bothM1 andM2 to generalize the same type variable. If both generalize

a type variable 𝛼 , the typing contexts Γ1 and Γ2 would assign the use 1 to 𝛼 . However, such typing

contexts cannot be merged because the addition result of the uses for a type variable must not be

𝜔 . This is how the type system prevents the same type variable from being generalized more than

once. The rule (T_Bang) is for unrestricted terms. As unrestricted values may be duplicated, we

prevent them from referring to affine variables and from generalizing affine type variables. The

typing context 𝜔Γ is obtained by changing the use 1 given to bindings in Γ to 0.

Definition 2 (Unrestricted Typing Contexts). Given Γ, a typing context 𝜔Γ is defined by
induction on Γ as follows.

𝜔∅ def

= ∅ 𝜔 (Γ, 𝛼𝜋 ) def

= 𝜔Γ, 𝛼0

𝜔 (Γ, x :
𝜔 A) def

= 𝜔Γ, x :
𝜔 A 𝜔 (Γ, x :

𝜋 A) def

= 𝜔Γ, x :
0 A (if 𝜋 ≠ 𝜔)
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The premise ⊢ Γ in (T_Bang) ensures that no type variable is assigned 𝜔 in Γ. The rule

(T_LetBang) typechecks a term let !x = M1 inM2. The variable x will be bound to the evaluation

result ofM1. AsM1 is of an of-course type !B, the result should be unrestricted. Thus, (T_LetBang)
allows M2 to refer to x multiple times by assigning the use 𝜔 to x. The uses of other free variables
and free type variables are merged by typing context addition as in (T_App). The rule (T_Nu) is

applied to a restriction 𝜈𝛼.M . Because type variables may be generalized once, the bound type

variable 𝛼 is assigned the use 1. The premise Γ ⊢ A ensures that 𝛼 does not leak outside the binder.

The rule (T_TApp) for type applications is standard, requiring type arguments to be well formed.

The rule (T_Gen) for open type abstractions Λ◦⟨𝛼,M ⟩ requires (1) the typing context Γ1, 𝛼1, Γ2
in the conclusion judgment to assign the use 1 to 𝛼 so that 𝛼 can be generalized, and (2) the typing

context Γ1, 𝛼
0, Γ2 in the premise to assign 0 to 𝛼 for preventing generalization of 𝛼 in M . Further,

(T_Gen) states that the abstraction Λ◦⟨𝛼,M ⟩ is unrestricted. This is necessary for proving type

preservation of CPS transformation. Intuitively, in a resulting term of our CPS transformation, a

polymorphic term is expressed by an open type abstraction. Because terms in 𝜆∀𝑣 are unrestricted, the
open type abstraction must also evaluate to an unrestricted value. The of-course types assigned by

(T_Gen) ensure this requirement, and for consistency, the bodyM is also required to be unrestricted.

The last rule (T_TAbs) typechecks closed type abstractions. The notable point of this rule is

the use of 𝜔Γ in the premise; it means that the body of a closed type abstraction generalizes

no type variable bound outside it. The enforcement of this discipline is key to proving subject

reduction. To see it, assume that closed type abstractions can generalize type variables bound

outside. Then, for example, a closed type abstraction M def

= Λ𝛼.Λ◦⟨ 𝛽, id𝛼 ⟩ would be of a type

∀𝛼.∀𝛽.𝛼 ⊸ 𝛼 (where id is a term of ∀𝛼.𝛼 ⊸ 𝛼). By (T_TApp), type applicationM 𝛽 would be typed

at (∀𝛽.𝛼 ⊸ 𝛼) [𝛽/𝛼] = ∀𝛾 .𝛽 ⊸ 𝛽 for some fresh 𝛾 . Subject reduction means that the reduction

result ofM 𝛽 also has the same type asM 𝛽 . As shown in the next section,M 𝛽 is reduced to the term

Λ◦⟨ 𝛽, id 𝛽 ⟩, which is obtained by simply substituting the argument 𝛽 for 𝛼 in the bodyΛ◦⟨ 𝛽, id𝛼 ⟩ of
M . However, this resulting term is of ∀𝛽.𝛽 ⊸ 𝛽 and cannot have the expected type ∀𝛾 .𝛽 ⊸ 𝛽 . Thus,

subject reduction would not hold if we allow the bodies of closed type abstractions to generalize

type variables that are bound outside of them. Conversely, we can avoid the unsatisfactory situation

by disallowing it. A key lemma for type substitution, which is formulated by Lemma 2 in Section 4.4,

is that, given a type A and a term M of type B, the term M [A/𝛼] has the desired type B[A/𝛼] if M
generalizes no type variable occurring in A. As the use of 𝜔Γ in (T_TAbs) ensures that closed type

abstractions generalize no type variable that occurs in substituted types, we can use this lemma to

prove that reduction of type applications is type preserving.

4.3 Semantics
This section gives the call-by-value, small-step semantics of Λopen

. We start with introducing new

syntactic classes—results, values, evaluation contexts, and extrusion contexts—and then define the

reduction and evaluation relations using them. All the definitions are shown in Figure 3.

4.3.1 New Syntax Classes. Results, ranged over by R, are evaluation results, being values possibly

enclosed by 𝜈-binders. Values, ranged over by V , are constants, lambda abstractions, unrestricted

results, or closed type abstractions. In our semantics, results are first-class, i.e., variables are replaced

by results at run time (hence, our semantics is call-by-result more precisely). Evaluation contexts

are standard in a call-by-value, left-to-right semantics [Felleisen and Hieb 1992].

Extrusion contexts, ranged over by E, are introduced to define the semantics of restrictions: their

evaluation starts with evaluating the bodies and then extrudes the 𝜈-binders upwards if they are

at a redex position. Extrusion contexts identify contexts under which 𝜈-binders are extruded. For

example, an application (𝜈𝛼. 𝜆x .x) 1 can be reduced to 𝜈𝛼. ((𝜆x .x) 1) by extruding the 𝜈-binder
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Results R ::= V | 𝜈𝛼. R Values V ::= c | 𝜆x .M | !R | Λ𝛼.M
Evaluation contexts E ::= [ ] M2 | R1 [ ] | let !x = [ ] inM2 |

Λ◦⟨𝛼, [ ] ⟩ | [ ] A | 𝜈𝛼. [ ] | ! [ ]
Extrusion contexts E ::= [ ] R2 | Λ◦⟨𝛼, [ ] ⟩ | [ ] A

Reduction rules M1 ⇝ M2

c1 (𝜈𝛼. c2) ⇝ 𝜈𝛼. 𝜁 (c1, c2) R_Const (𝜆x .M) R ⇝ M [R/x] R_Beta

let !x = 𝜈𝛼. !R inM ⇝ M [𝜈𝛼. R/x] R_Bang Λ◦⟨𝛼, !R ⟩ ⇝ !Λ𝛼.R R_Closing

(Λ𝛼.M) A ⇝ M [A/𝛼] R_TBeta

Evaluation rules M1 −→ M2

M1 ⇝ M2

M1 −→ M2

E_Red

M1 −→ M2

E[M1] −→ E[M2]
E_Eval

𝛼 ∉ ftv(E)
E[𝜈𝛼. R] −→ 𝜈𝛼. E[R] E_Extr

Fig. 3. Semantics of Λopen.

under the extrusion context [ ] 1. This mechanism of extrusion can also be seen in the previous

work that handles constructs similar to restrictions [Milner et al. 1992; Montagu and Rémy 2009].

Extrusion contexts are more restrictive than evaluation contexts for the following reasons.

First, it excludes R1 [ ] and let !x = [ ] inM2, which are contexts with the hole at argument

positions, because our semantics is call-by-”result”: results at argument positions will be substituted

for variables. Second, we disallow the extrusion of 𝜈-binders beneath the restriction constructor

for preventing meaningless non-terminating computation such as 𝜈𝛼. 𝜈𝛽. R −→ 𝜈𝛽. 𝜈𝛼 . R −→
𝜈𝛼. 𝜈𝛽. R −→ · · · . Third, we disallow the extrusion of 𝜈-binders beneath the !-constructor because

allowing it may result in the violation of the affine discipline. For example, a term !𝜈𝛼. 𝜆x .Λ◦⟨𝛼,M ⟩
would be reduced to 𝜈𝛼. !𝜆x .Λ◦⟨𝛼,M ⟩ if the 𝜈-binder under the !-constructor could be extruded. The
resulting term indicates that the value 𝜆x .Λ◦⟨𝛼,M ⟩ can be duplicated. However, this duplication

causes the type variable 𝛼 to be generalized more than once.

4.3.2 Reduction and Evaluation. The semantics consists of two relations over terms that contain no

free variables (but may contain free type variables): the reduction relation⇝ for basic computation

and the evaluation relation −→ for reducing subterms and extruding 𝜈-binders. They are defined as

the smallest relations satisfying the rules in Figure 3. We write 𝛼 for a sequence of type variables

𝛼1, · · · , 𝛼n and 𝜈𝛼.M for 𝜈𝛼1. · · ·𝜈𝛼n .M when 𝛼 = 𝛼1, · · · , 𝛼n.
The reduction rules for constant, function, and type applications are standard in the 𝜆-calculus

or System F (except for the existence of 𝜈-binders). The rule (R_Bang) for let-expressions comes

from the linear 𝜆-calculus, dropping the !-constructor from substituted results. The substituted

results must retain 𝜈-binders for subject reduction. The rule (R_Closing) converts an open type

abstractionΛ◦⟨𝛼, !R ⟩ to an unrestricted closed type abstraction !Λ𝛼.R, as (T_Gen) indicates. Because
R is unrestricted, it never generalizes type variables bound outside of itself; thus, R satisfies the

requirement that (T_TAbs) imposes on the bodies of well-typed closed type abstractions.

Evaluation subsumes reduction (E_Red). Subterms are evaluated if they are placed under an

evaluation context (E_Eval). The rule (E_Extr) extrudes a 𝜈-binder under an extrusion context

E. The side condition, which uses the notation ftv(E) denoting the set of free type variables in

E, prevents the extruded 𝜈-binder from capturing free type variables in E. This is necessary for

proving subject reduction. To see it, consider a well-typed term M def

= 𝜈𝛼. ((𝜈𝛼. R1) R2) where both
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results R1 and R2 require the type variable 𝛼 to be assigned the use 1; thus, for the termM to be well

typed, the type variable 𝛼 in R1 and 𝛼 in R2 must be bounded by different 𝜈-binders. Let E = [ ] R2.
Then, eliminating the side condition from (E_Extr) would allow the following reduction:

𝜈𝛼. ((𝜈𝛼. R1) R2) = 𝜈𝛼. E[𝜈𝛼. R1] −→ 𝜈𝛼. 𝜈𝛼 . E[R1] = 𝜈𝛼. 𝜈𝛼 . (R1 R2) .
After the reduction, the type variable 𝛼 in R1 and 𝛼 in R2 are both bounded by the inner 𝜈-binder.

Hence, the reduction result would be ill typed, which implies that subject reduction would not hold.

The side condition on (E_Extr) rejects this undesired reduction because the type variable 𝛼 bound

by the extruded, inner 𝜈-binder occurs in R2, that is, in E. We can evaluate M by alpha-renaming

the type variable 𝛼 bound by the inner or outer 𝜈-binder to a fresh 𝛽 before the extrusion:

𝜈𝛼. ((𝜈𝛼. R1) R2) = 𝜈𝛼. ((𝜈𝛽. R1 [𝛽/𝛼]) R2) −→ 𝜈𝛼. 𝜈𝛽. (R1 [𝛽/𝛼] R2) (where 𝛽 ∉ ftv(R2)) .
In the resulting term, 𝛽 in R1 [𝛽/𝛼] and 𝛼 in R2 are bounded by the different 𝜈-binders as desired.

4.4 Type Soundness
We show type soundness of Λopen

via progress and subject reduction [Wright and Felleisen 1994].

We use the metavariable Δ for typing contexts that consist only of type variable bindings. The

relation −→∗
is the reflexive, transitive closure of −→.

Lemma 1 (Progress). If Δ ⊢ M : A, then M = R for some R; or M −→ M ′ for some M ′.

The proof of subject reduction depends on the following type substitution lemma. We write

Γ [A/𝛼] for a typing context obtained by applying [A/𝛼] to the bindings in Γ.

Lemma 2 (Type substitution). Suppose that 𝜋 = 0 for any 𝛼𝜋 ∈ Γ1. If Γ1 ⊢ A and Γ1, 𝛼
0, Γ2 ⊢

M : B, then Γ1, Γ2 [A/𝛼] ⊢ M [A/𝛼] : B[A/𝛼].
As explained at the end of Section 4.2, this lemma can be proven by ensuring that a term M

involves no open type abstraction that generalizes type variables occurring in a substituted type A.
It is indeed ensured by the condition of the lemma because, while type variables generalized by

open type abstractions must have the use 1, the condition requires that M be typechecked under a

typing context Γ1, 𝛼
0, Γ2 that assigns the use 0 to all the type variables occurring in A (which are in

dom(Γ1)). The type substitution lemma is used for proving that the reduction rule (R_TBeta) for

type application (Λ𝛼.M) A is type preserving. The typing rule (T_TAbs) ensures that the body M
is typechecked under certain typing context 𝜔Δ that assigns only the use 0. Thus, we can apply

the type substitution lemma to prove that M [A/𝛼] has the same type as (Λ𝛼.M) A.
Lemma 3 (Subject Reduction). If Δ ⊢ M1 : A and M1 −→ M2, then Δ ⊢ M2 : A.

Theorem 1 (Type Soundness). If Δ ⊢ M : A and M −→∗ M ′ and there exists no M ′′ such that
M ′ −→ M ′′, then M ′ = R for some R such that Δ ⊢ R : A.

5 CPS TRANSFORMATION FOR CURRY-STYLE CBV SYSTEM F
This section defines a CPS transformation for 𝜆∀𝑣 and proves that it is meaning and type preserving.

5.1 Definition
Figure 4 defines CPS-transformations for types and terms in 𝜆∀𝑣 . J𝜏K and J𝜏Kv transform type 𝜏

of terms and values in 𝜆∀𝑣 to a type in Λopen
, respectively. JΘ ⊢ e : 𝜏K ⇒ R transforms a typing

derivation for Θ ⊢ e : 𝜏 to a result R, defined as the smallest relation satisfying the rules at the

bottom of Figure 4. Notice that it is a total, functional relation between derivations and results.

The transformation J𝜏K shows that a term of type 𝜏 is transformed to a CPS term of the type

∀𝛼.(!J𝜏Kv ⊸ 𝛼) ⊸ 𝛼 for 𝛼 ∉ ftv(𝜏). The resulting type abstracts over answer types, the types of the
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Type transformation J𝜏K (for terms) J𝜏Kv (for values)

J𝜏K def

= ∀𝛼.(!J𝜏Kv ⊸ 𝛼) ⊸ 𝛼 (𝛼 ∉ ftv(𝜏))

J𝛼Kv
def

= 𝛼 J𝜄Kv
def

= 𝜄 J𝜏1 → 𝜏2Kv
def

= !J𝜏1Kv ⊸ J𝜏2K J∀𝛼.𝜏Kv
def

= ∀𝛼.J𝜏Kv

Typing derivation transformation JΘ ⊢ e : 𝜏K ⇒ R

⊢ Θ x :𝜏 ∈ Θ

JΘ ⊢ x : 𝜏K ⇒ Λ𝛼.𝜆k.k !x
C_Var

⊢ Θ

JΘ ⊢ c : ty→ (c)K ⇒ Λ𝛼.𝜆k.k Jc : ty→ (c)K C_Const

JΘ, x :𝜏1 ⊢ e : 𝜏2K ⇒ R y is fresh

JΘ ⊢ 𝜆x .e : 𝜏1 → 𝜏2K ⇒ Λ𝛼.𝜆k.k !(𝜆y.let !x = y in R) C_Abs

JΘ ⊢ e1 : 𝜏1 → 𝜏2K ⇒ R1 JΘ ⊢ e2 : 𝜏1K ⇒ R2 x is fresh

JΘ ⊢ e1 e2 : 𝜏2K ⇒ Λ𝛼.𝜆k.R1 𝛼 (𝜆x .R2 𝛼 (𝜆y.let !z = x in z y 𝛼 k)) C_App

JΘ, 𝛽 ⊢ e : 𝜏K ⇒ R
JΘ ⊢ e : ∀𝛽.𝜏K ⇒ Λ𝛼.𝜆k.𝜈𝛽. R 𝛼 (𝜆x .k Λ◦⟨ 𝛽, x ⟩) C_TAbs

JΘ ⊢ e : ∀𝛽.𝜏2K ⇒ R Θ ⊢ 𝜏1

JΘ ⊢ e : 𝜏2 [𝜏1/𝛽]K ⇒ Λ𝛼.𝜆k.R 𝛼 (𝜆x .let !y = x in k !(y J𝜏1Kv))
C_TApp

Fig. 4. CPS transformation.

final outputs (answers) of programs, by the type variable 𝛼 . Meyer and Wand [1985] found that CPS

transformation can be parameterized over answer types, that is, it does not require specific answer

types but it shares an answer type during the transformation of a program. By contrast, our CPS

transformation makes answer types polymorphic [Thielecke 2003]. We could define type-preserving

CPS transformation that is parameterized over answer types as in Meyer and Wand. However,

answer type polymorphism makes it easier to prove that our CPS transformation preserves the

meanings of source terms of function types as well as those of base types. We will discuss this at

the end of the next section. The CPS type J𝜏K also indicates that CPS terms invoke continuations

of the type !J𝜏Kv ⊸ 𝛼 at most once. This reflects the fact that pure terms use continuations

only linearly [Berdine et al. 2001, 2002; Hasegawa 2002]. This linearity is crucial in transforming

polymorphic terms, as seen later. The argument type !J𝜏Kv of continuations indicates that they may

duplicate the evaluation results of the terms. This reflects that any value in 𝜆∀𝑣 is unrestricted.

The transformation J𝜏Kv for a type 𝜏 of values follows Harper and Lillibridge [1993b]. The trans-

formation of polymorphic types reflects the fact that, in implicit polymorphism, type application of a

polymorphic value triggers no computation and simply returns a value. The transformation of func-

tion types utilizes the standard encoding of unrestricted function types through the combination of

affine function and of-course types [Girard 1987].

The transformation rules for JΘ ⊢ e : 𝜏K ⇒ R follow certain conventions. First, they suppose

that variable k, which denotes continuations, never appears in source terms. Second, they produce

CPS terms abstracting over answer types. Third, because continuations require arguments of an

of-course type, CPS terms wrap expressions passed to continuations using the !-constructor, and

remove the outermost !-constructor wrapping arguments of continuations by let when using them.

Now, let’s take a closer look at the transformation rules. The rule (C_Var) transforms a variable

x to 𝜆k.k !x, where x is wrapped by the !-constructor. This is valid because all variables appearing

in source terms are given the use 𝜔 in the CPS image. The rule (C_Const) produces a CPS term
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that provides continuations with the CPS counterpart Jc : ty→ (c)K of the eta-expansion result of

a constant c. In general, Jc : ty→ (c)K has the type !Jty→ (c)Kv as expected by the continuations

of c. We omit the full definition of Jc : ty→ (c)K because it would not be novel and is tedious.

Interested readers are referred to the supplementary material. The rule (C_Abs) transforms lambda

abstractions. The CPS function 𝜆y.let !x = y inR first binds the unrestricted variable x to an

argument and then proceeds to R corresponding to the body of a lambda abstraction. The rule

(C_App) defines CPS transformation of applications in CBV semantics [Plotkin 1975; Reynolds

1972]. As CPS terms are polymorphic for answer types, the CPS counterparts R1 and R2 of the
subterms, as well as the CPS term returned by the application z y, are applied to the answer type

variable 𝛼 . The rule (C_TApp) handles type instantiation, producing a CPS term that instantiates

the evaluation result of a polymorphic term. The type argument 𝜏1 is transformed to J𝜏1Kv because
type variables in the CPS image are supposed to range over CPS value types.

The rule (C_TAbs) for polymorphic terms is the crux of our CPS transformation. It is applied

to a derivation for a typing judgment Θ ⊢ e : ∀𝛽.𝜏 with the premise Θ, 𝛽 ⊢ e : 𝜏 , and it produces

a well-typed CPS term of J∀𝛽.𝜏K = ∀𝛼.(!(∀𝛽.J𝜏Kv) ⊸ 𝛼) ⊸ 𝛼 . Here, we show informally that the

produced CPS term is indeed of the type; refer to the next section for the formal statement and to

the supplementary material for the complete proof. For simplicity, suppose that Θ is empty (we will

consider nonempty typing contexts in the next section). Let R be a result such that J𝛽 ⊢ e : 𝜏K ⇒ R.
Then, we must show that

∅ ⊢ Λ𝛼.𝜆k.𝜈𝛽. R 𝛼 (𝜆x .k Λ◦⟨ 𝛽, x ⟩) : ∀𝛼.(!(∀𝛽.J𝜏Kv) ⊸ 𝛼) ⊸ 𝛼 .

Let Γ be a typing context 𝛼0, k :
1
!(∀𝛽.J𝜏Kv) ⊸ 𝛼 . Because term e only references type variable 𝛽 ,

we can suppose R to be of the type J𝜏K = ∀𝛼.(!J𝜏Kv ⊸ 𝛼) ⊸ 𝛼 under the typing context 𝜔Γ, 𝛽0.
Then, noting 𝜔Γ + Γ = Γ, we can construct the following derivation for the judgment in question:

...
T_TApp

𝜔Γ, 𝛽0 ⊢ R 𝛼 : (!J𝜏Kv ⊸ 𝛼) ⊸ 𝛼

D
T_Abs

Γ, 𝛽1 ⊢ 𝜆x .k Λ◦⟨ 𝛽, x ⟩ : !J𝜏Kv ⊸ 𝛼
T_App

Γ, 𝛽1 ⊢ R 𝛼 (𝜆x .k Λ◦⟨ 𝛽, x ⟩) : 𝛼
T_TAbs, T_Abs, T_Nu

∅ ⊢ Λ𝛼.𝜆k.𝜈𝛽. R 𝛼 (𝜆x .k Λ◦⟨ 𝛽, x ⟩) : ∀𝛼.(!(∀𝛽.J𝜏Kv) ⊸ 𝛼) ⊸ 𝛼

where the remaining derivation D is

T_Var

Γ, 𝛽0, x :
0
!J𝜏Kv ⊢ k : !(∀𝛽.J𝜏Kv) ⊸ 𝛼

T_Var

𝜔Γ, 𝛽0, x :
1
!J𝜏Kv ⊢ x : !J𝜏Kv

T_Gen

𝜔Γ, 𝛽1, x :
1
!J𝜏Kv ⊢ Λ◦⟨ 𝛽, x ⟩ : !∀𝛽.J𝜏Kv

T_App

Γ, 𝛽1, x :
1
!J𝜏Kv ⊢ k Λ◦⟨ 𝛽, x ⟩ : 𝛼

Further, we can observe that (C_TAbs) accurately reflects the semantics of implicit polymorphism

because the entire CPS term and R obtained from the premise are computationally equivalent

modulo type annotations. In the next section, we formalize this idea to show meaning preservation

of the CPS transformation.

5.2 Preservation Properties
This section investigates typing and semantic properties of the CPS transformation. In particular,

we show that it preserves the type and meaning of a source term. The full proofs of the statements

presented in this section are found in the supplementary material.

First, we show that the CPS transformation is type preserving. We define transformation JΘK of
typing contexts Θ as: J∅K def

= ∅; JΘ, x :𝜏K def

= JΘK, x :
𝜔 J𝜏Kv; and JΘ, 𝛼K def

= JΘK, 𝛼0
.

Lemma 4. If JΘ ⊢ e : 𝜏K ⇒ R, then JΘK ⊢ R : J𝜏K.
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Proof. By induction on the derivation of JΘ ⊢ e : 𝜏K ⇒ R. □

Theorem 2 (Type Preservation of CPS Transformation). If Θ ⊢ e : 𝜏 , then there exists some
R such that JΘ ⊢ e : 𝜏K ⇒ R and JΘK ⊢ R : J𝜏K.

Proof. By Lemma 4, it suffices to show that, if Θ ⊢ e : 𝜏 , then JΘ ⊢ e : 𝜏K ⇒ R for some R. This
is easy to show because there is a one-to-one correspondence between the typing rules in 𝜆∀𝑣 and

the CPS transformation rules. □

Next, we show meaning preservation, a formal property stating that the CPS-transformed

program behaves equivalently to a source program. To this end, we begin by defining type erasure,

which translates terms in Λopen
to the untyped 𝜆-calculus by erasing type annotations. Type erasure

makes it possible to relate terms produced by our CPS transformation and those by (a variant of)

the CBV CPS transformation given by Plotkin [1975]. Then, we show meaning preservation of our

CPS transformation via that of Plotkin’s CPS transformation.

Definition 3 (Type Erasure). Type erasure erase(M) is a function that translates terms M in
Λopen to untyped terms in 𝜆∀𝑣 , defined by induction on M as follows.

erase(x) def

= x erase(c) def

= c

erase(𝜆x .M) def

= 𝜆x .erase(M) erase(M1 M2)
def

= erase(M1) erase(M2)
erase(!M) def

= erase(M) erase(let !x = M1 inM2)
def

= (𝜆x .erase(M2)) erase(M1)
erase(𝜈𝛼.M) def

= erase(M) erase(Λ◦⟨𝛼,M ⟩) def

= erase(M)
erase(Λ𝛼.M) def

= erase(M) erase(M A) def

= erase(M)

Type erasure is meaning preserving. We write −→∗
𝐹
for the reflexive, transitive closure of −→𝐹 .

A term M is erasable if and only if, for any closed type abstraction Λ𝛼.M ′
in M , the body M ′

is a

result.

Theorem 3 (Meaning Preservation of Type Erasure). Suppose that M is erasable.
(1) If M −→∗ M ′, then erase(M) −→∗

𝐹
erase(M ′). Furthermore, if M ′ is a result, then erase(M ′)

is a value.
(2) If Δ ⊢ M : A and erase(M) −→∗

𝐹
e, then M −→∗ M ′ for some M ′ such that erase(M ′) = e.

Furthermore, if e = w, then M ′ −→∗ R for some R such that erase(R) = w.

The second case in Theorem 3 assumes that M is well typed because there is an ill-typed term M
such that M gets stuck but erase(M) does not (for example, consider M = (𝜆x .x) int).
Now, we relate our CPS transformation to a variant L · M of Plotkin’s CBV CPS transformation

for the untyped 𝜆-calculus. The only difference between L · M and Plotkin’s transformation is the

treatment of functional constants. The former transforms a constant c of the type ty→ (c) at
translation time—we express such transformation by L c : ty→ (c) M, which returns CPS functions if

c is a functional constant, as Jc : ty→ (c)K. By contrast, the latter supposes that the transformation

of functional constants is performed at run time (specifically, when the constants are applied). This

is because we assume that the types of constants are known statically, while Plotkin worked in an

untyped setting, where the types of constants are unknown. Nonetheless, the CPS terms obtained

by the two transformations are semantically equivalent, and thus L · M is considered to enjoy the

semantic properties of Plotkin’s CBV CPS transformation. Except for the handling of functional

constants, L · M is given a standard definition as in Plotkin [1975]. Hence, we omit its definition in

the paper; see the supplementary material for details. We define the full CBV 𝛽𝜂-reduction Z=⇒𝛽𝜂𝑣

as follows: e1 Z=⇒𝛽𝜂𝑣 e2 if and only if e2 is obtained by reducing a subterm (possibly under a 𝜆) in e1
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with CBV 𝛽-reduction (𝜆x .e) w⇝ e[w/x] or CBV 𝜂-reduction (𝜆x .w x) ⇝ w where x does not

occur free in w. We write Z=⇒∗
𝛽𝜂𝑣

for the reflexive, transitive closure of Z=⇒𝛽𝜂𝑣 .

Lemma 5. If JΘ ⊢ e : 𝜏K ⇒ R, then erase(R) Z=⇒∗
𝛽𝜂𝑣

L e M.

Thus, the untyped CPS programs erase(R) (𝜆x .x) and L e M (𝜆x .x) are related by Z=⇒∗
𝛽𝜂𝑣

. The

following lemma proves that their evaluation results are equivalent modulo Z=⇒∗
𝛽𝜂𝑣

. A term e gets
stuck if and only if there exists a term e′ such that (1) e −→∗

𝐹
e′, (2) e′ does not take a further

evaluation step, and (3) e′ is not a value.

Lemma 6.

(1) If e1 Z=⇒∗
𝛽𝜂𝑣

e2 and e2 −→∗
𝐹
w2 and e1 does not get stuck, then there exists some w1 such that

e1 −→∗
𝐹
w1 and w1 Z=⇒∗

𝛽𝜂𝑣
w2.

(2) If e1 Z=⇒∗
𝛽𝜂𝑣

e2 and e1 −→∗
𝐹
w1, then there exists some w2 such that e2 −→∗

𝐹
w2 and w1 Z=⇒∗

𝛽𝜂𝑣
w2.

Lemma 6 (1) would not hold without the condition that e1 does not get stuck. For example, consider

e1 = succ (𝜆x .1 x) and e2 = succ 1. We can find e1 Z=⇒𝛽𝜂𝑣 e2 and e2 −→𝐹 2, but the non-value term

e1 cannot be evaluated further.

The last auxiliary property is meaning preservation of L · M, taken from Plotkin [1975]. The

function Ψ converts values in 𝜆∀𝑣 into CPS, defined as: Ψ(c) def

= L c : ty→ (c) M and Ψ(𝜆x .e) def

= 𝜆x .L e M.

Corollary 1 (Meaning preservation of L · M).
(1) if e −→∗

𝐹
w, then L e M (𝜆x .x) −→∗

𝐹
Ψ(w).

(2) if L e M (𝜆x .x) −→∗
𝐹
w ′, then e −→∗

𝐹
w for some w such that w ′ = Ψ(w).

Proof. By the indifference and simulation properties of L · M, and the equivalence of the small-step

and big-step CBV semantics for 𝜆∀𝑣 . These properties have been proven by Plotkin [1975]. □

Finally, we show meaning preservation of our CPS transformation. We write w ⇒ R if and

only if erase(R) Z=⇒∗
𝛽𝜂𝑣

Ψ(w); this relates the evaluation result of a term in 𝜆∀𝑣 and that of its CPS

counterpart in Λopen
.

Theorem 4 (Meaning Preservation of CPS Transformation). Suppose that J∅ ⊢ e : 𝜏K ⇒ R.

(1) If e −→∗
𝐹
w, then R !J𝜏Kv (𝜆x .x) −→∗ R′ for some R′ such that w ⇒ R′.

(2) If R !J𝜏Kv (𝜆x .x) −→∗ R′, then e −→∗
𝐹
w for some w such that w ⇒ R′.

Proof. First, we note that application of Theorem 3 in this proof requires R to be erasable, which

is easily shown from the definition of the CPS transformation.

(1) By Lemma 5, erase(R) (𝜆x .x) Z=⇒∗
𝛽𝜂𝑣

L e M (𝜆x .x). By Corollary 1 (1) with the assumption,

L e M (𝜆x .x) −→∗
𝐹
Ψ(w). Because ∅ ⊢ R !J𝜏Kv (𝜆x .x) : !J𝜏Kv by Lemma 4, we can show that

erase(R !J𝜏Kv (𝜆x .x)) = erase(R) (𝜆x .x) does not get stuck using Theorem 3 (with a few aux-

iliary lemmas). Hence, by Lemma 6 (1), there exists somew ′
such that erase(R) (𝜆x .x)−→∗

𝐹
w ′

and w ′ Z=⇒∗
𝛽𝜂𝑣

Ψ(w). By Theorem 3, R !J𝜏Kv (𝜆x .x) −→∗ R′
for some R′

such that erase(R′) =

w ′
. As erase(R′) = w ′ Z=⇒∗

𝛽𝜂𝑣
Ψ(w), we have w ⇒ R′

.

(2) By Lemma 5, erase(R) (𝜆x .x) Z=⇒∗
𝛽𝜂𝑣

L e M (𝜆x .x). By Theorem 3 with the assumption, we

have erase(R) (𝜆x .x) −→∗
𝐹
erase(R′). As erase(R′) is a value, there exists some w ′

such that

L e M (𝜆x .x) −→∗
𝐹
w ′

and erase(R′) Z=⇒∗
𝛽𝜂𝑣

w ′
by Lemma 6 (2). By Corollary 1 (2), e −→∗

𝐹
w for

some w such that w ′ = Ψ(w). As erase(R′) Z=⇒∗
𝛽𝜂𝑣

w ′ = Ψ(w), we have w ⇒ R′
. □
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The proof of Theorem 4 (1) utilizes answer type polymorphism to show that R !J𝜏Kv (𝜆x .x) is
well typed. If we were to adapt answer type parameterization, this property—the application of R to

𝜆x .x is well typed—would be more difficult to show. To see it, suppose R to be produced by CPS

transformation parameterized over answer types. Then, R would be of the type (!J𝜏Kv ⊸ 𝛼) ⊸ 𝛼 ,

in which 𝛼 is an answer type parameter. One may expect that the application R (𝜆x .x) can be

well typed by instantiating 𝛼 with !J𝜏Kv. This instantiation would make R typed at ((!J𝜏Kv ⊸
𝛼) ⊸ 𝛼) [!J𝜏Kv/𝛼] = (!J𝜏Kv [!J𝜏Kv/𝛼] ⊸ !J𝜏Kv) ⊸ !J𝜏Kv. However, !J𝜏Kv [!J𝜏Kv/𝛼] and !J𝜏Kv would
be different if 𝜏 is a function type, because then !J𝜏Kv would involve the parameter 𝛼 . Thus, the

instantiation of 𝛼 to !J𝜏Kv could not make R (𝜆x .x) well typed in general. Unfortunately, we could

not find type instantiation that generally makes R (𝜆x .x) well typed. Note that R (𝜆x .x) could
be well typed if the type 𝜏 of the program involves no function type. However, allowing 𝜏 to

involve function types provides a more accurate, general relationship between direct style and CPS

semantics, and it is indeed established by using answer type polymorphism.

6 LOGICAL RELATION AND PARAMETRICITY
This section defines a parametric, step-indexed Kripke logical relation for Λopen

and proves that it

satisfies the Fundamental Property and soundness with respect to contextual equivalence.

6.1 Main Idea
We construct a Kripke logical relation, which is a logical relation indexed by possible worlds [Pitts
and Stark 1993]. Kripke logical relations enable reasoning principles that exploit constraints on

run-time environments, such as heap invariants, and worlds keep track of the constraints on the

states of related terms. In the present work, worlds track type variables that may occur free in

related terms as well as type substitutions for them.

Because running terms in Λopen
may contain free type variables bound by 𝜈 , our logical relation

is defined for such terms. To track type variables that may be referenced by related terms, worlds

contain typing contexts Δ that include only type variables. Typing contexts in worlds are used

not only to determine type variables that related terms may reference, but also to build contexts

under which related terms are tested. For example, consider checking that terms M1 and M2 are

logically related at a function type A ⊸ B. A common approach to the checking is to test whether

applications M1 M ′
1
and M2 M ′

2
are logically related for any arguments M ′

1
and M ′

2
that are logically

related at the argument type A. In our logical relation, the construction of the test arguments M ′
1

and M ′
2
is constrained not only by the argument type A but also by a typing context under which

M1 and M2 should be related. For example, if M1 and M2 should be related under typing context

𝛼1
, then it suffices to consider only arguments M ′

1
and M ′

2
that are well typed under 𝛼0

, because

otherwise M1 M ′
1
and M2 M ′

2
may result in being ill typed. Considering the uses of type variables

enables the exclusion of invalid contexts.

As usual in the work on parametricity [Reynolds 1983], worlds also include interpretations 𝜌

that map type variables 𝛼 (that were bound by Λ) to triples of the form (A1,A2, 𝑟 ). The types A1 and

A2 are those substituted for 𝛼 during the evaluation of related terms, respectively. The relation 𝑟 is

a relational interpretation of 𝛼 , determining which results are related at the type 𝛼 . Logical relations

for languages with parametricity relate values V1 and V2 of a polymorphic type ∀𝛼.A if and only

if, for any types B1 and B2 and any relational interpretation 𝑟 , type applications V1 B1 and V2 B2
are related at the type A under the interpretation that maps 𝛼 to (B1, B2, 𝑟 ). The flexibility on the

choice of B1, B2, and 𝑟 ensures that polymorphic values behave independently of type arguments

and enables powerful reasoning principles such as free theorems [Wadler 1989].

A key ingredient of Kripke logical relations is a world extension relation ⊒, which tracks the

possible transition of program states represented by worlds. When a world W1 may evolve into
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W2 (which is written W2 ⊒ W1), terms related in the world W1 may be involved in the state of W2.

Thus, a Kripke logical relation is required to be monotonic under ⊒. A carefully designed world

extension relation enables us to prove that evaluation preserves desired invariants on related terms.

Following the semantics in Λopen
, our world extension relation allows worlds to be extended

in three ways. First, it allows typing contexts to contain more type variables over time, because

substitution may place terms under 𝜈- or Λ-binders, that is, where more type variables may be

referenced. Second, it allows the uses of type variables in typing contexts to increase over time. For

example, consider a term 𝜈𝛼. ((𝜆x .x) R). The result R may be typechecked under a typing context

𝛼0
, but the evaluation produces the term 𝜈𝛼. R in which R is typechecked under 𝛼1

. Allowing the

increase of the uses acknowledges this computation. Third, the world extension relation allows an

interpretation 𝜌 to additionally map type variables of the use 0 in the current world. This comes

from the run-time nature of Λopen
that type variables with the use 0 may result in being bound by

closed type abstractions as computation proceeds, and thus may be replaced by some types. For

example, consider a term 𝜈𝛼.Λ◦⟨𝛼, !R ⟩ in which the type variable 𝛼 is bound by 𝜈 and is assigned

the use 0 in typechecking result R. This term is evaluated to 𝜈𝛼. !Λ𝛼.R, in which the occurrences of

𝛼 in R are bound by Λ. Thus, R in the original term must be parametric over type substitutions and

relational interpretations to 𝛼 . This is ensured by allowing interpretations 𝜌 to grow.

However, this world extension—specifically, the growth of interpretations 𝜌—causes a circularity

problem in the construction of a compositional logical relation. Compositionality is a key property

of logical relations that establish parametricity, stating that the logical relation RJA[B/𝛼]K at

type A[B/𝛼] is equivalent to the logical relation RJAK in a world where RJBK is the relational
interpretation of the type variable 𝛼 . The problem is that, while a world needs to involve the logical

relation RJBK as a relational interpretation, what results are in RJBK also depends on a world. This

indicates the need of solving the following recursive equations with a problem of circularity:

World = TypCtx × (TyVar → Type × Type × Rel)
Rel = World → P(Res × Res)

where TypCtx, TyVar, Type, and Res are the sets of all typing contexts, type variables, types, and
results, respectively. Worlds must involve relational interpretations (which are in Rel) because they
may grow over time (see the above example). Note that logical relations for polymorphic languages

only with closed type abstractions, as System F, can avoid this circularity by restricting running

terms to be closed. Under this restriction, interpretations 𝜌 need not grow while computation

proceeds, and relational interpretations can be separated from worlds. By contrast, we need to

address this problem due to the existence of open type abstractions.

A well-known approach to addressing circularity in Kripke logical relations is to stratify circular

definitions with natural numbers called step indices [Ahmed 2006; Appel and McAllester 2001].

Intuitively, a step index is the number of the computation steps for which related terms must

behave similarly. Step-indexed Kripke logical relations involve steps in worlds and decrease them

as computation proceeds. The present work constructs a step-indexed Kripke logical relation to

avoid the circularity between worlds and relational interpretations.

6.2 Formal Definition
This section provides the formal definition of our logical relation. We first explain auxiliary defini-

tions in Figure 5 and then the logical relation in Figure 6. Hereinafter, we identify typing contexts

Δ1 and Δ2 up to permutation (i.e., Δ, 𝛼𝜋1 , 𝛽𝜋2 ,Δ′
is identical with Δ, 𝛽𝜋2 , 𝛼𝜋1 ,Δ′

) for simplifying the

technical development. Because Δ contains only type variables, this identification does not change

typability of terms. A use 𝜋 is larger than or equal to 𝜋 ′
, written 𝜋 ≥ 𝜋 ′

, if and only if 𝜋 = 𝜋 ′ + 𝜋0
for some 𝜋0. We use the metavariable S to denote sets of type variables and write S1 # S2 if and only
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Atom [Δ,A1,A2]
def

= {(M1,M2) | Δ ⊢ M1 : A1 ∧ Δ ⊢ M2 : A2}
Atom

res [Δ,A1,A2]
def

= {(R1, R2) | (R1, R2) ∈ Atom [Δ,A1,A2]}
Atom [W ,A] def

= Atom [W .Δ,W .𝜌
fst
(A),W .𝜌

snd
(A)]

Worldn
def

= {(m, Δ, 𝜌) ∈ Nat × TypCtx × (TyVar ⇀ Type × Type × Relm) |
m < n ∧ ⊢ (m, Δ, 𝜌)}

Reln
def

=
⋃

A1,A2

Reln [A1,A2]
Reln [A1,A2]

def

= {𝑟 ∈ (W : Worldn) ⇀ P(Atomres [W .Δ,W .𝜌
fst
(A1),W .𝜌

snd
(A2)]) |

∀W1. ∀W2 ⊒ W1. ∀ (R1, R2) ∈ 𝑟 (W1). (R1, R2)W2
∈ 𝑟 (W2)

∧ ∀W , 𝜌 . 𝜌 ⊎W ∈ dom(𝑟 ) ∧ dom(𝜌) # ftv(A1) ∧ dom(𝜌) # ftv(A2)
=⇒ 𝑟 (𝜌 ⊎W ) ⊆ 𝑟 (W )

∧ ∀W , 𝛼 . {𝛼} # ftv(A1) ∧ {𝛼} # ftv(A2) ∧ ⊢ W
=⇒ ∀ (R1, R2) ∈ 𝑟 (W@𝛼). (𝜈𝛼. R1, 𝜈𝛼 . R2) ∈ 𝑟 (W )

∧ ∀W , 𝛼 . {𝛼}#W
=⇒ ∀ (R1, R2) ∈ 𝑟 (W ). (𝜈𝛼. R1, R2) ∈ 𝑟 (W ) ∧ (R1, 𝜈𝛼 . R2) ∈ 𝑟 (W ) }

S#W def

= S # dom(W .Δ) ∧ S # dom(W .𝜌)
𝜌 ⊎W def

= (W .𝑛, W .Δ, 𝜌 ⊎W .𝜌) (if dom(𝜌)#W )

𝜔W def

= (W .𝑛, 𝜔 (W .Δ), W .𝜌)
W@𝛼

def

= (W .𝑛, (W .Δ, 𝛼1), W .𝜌) (if {𝛼}#W )

(n +m, Δ, 𝜌) −m def

= (n, Δ, 𝜌)
▶W def

= W − 1

⊢ W def

= dom(W .𝜌) # dom(W .Δ) ∧ ∀𝛼 ∈ dom(W .𝜌). W ⊢ W .𝜌 (𝛼)
W ⊢ (A1,A2, 𝑟 )

def

= W .Δ ⊢ A1 ∧ W .Δ ⊢ A2 ∧ 𝑟 ∈ RelW .𝑛 [A1,A2]

W1 ⊒ W2

def

= ⊢ W1 ∧ ⊢ W2 ∧ W1.𝑛 ≤ W2.𝑛 ∧
∃ 𝜌. (W1.Δ, †(𝜌)) Ï W2.Δ ∧ W1.𝜌 = 𝜌 ◦W2 .𝜌 ∧ W2.Δ � 𝜌

Δ1 Ï Δ2

def

= ∃Δ,Δ0 . Δ1 = (Δ2 + Δ),Δ0

†(𝜌) def

= 𝜔Δ such that dom(Δ) = dom(𝜌)
𝜌2 ◦ 𝜌1

def

= 𝜌2 ⊎ {𝛼 Z⇒ (𝜌2fst (𝜌1fst (𝛼)), 𝜌2snd (𝜌1snd (𝛼)), 𝜌1 [𝛼]) | 𝛼 ∈ dom(𝜌1)}
Γ � 𝜌

def

= ∀𝛼 ∈ dom(𝜌) ∩ dom(Γ).
∀ 𝛽 ∈ (ftv(𝜌fst (𝛼)) ∪ ftv(𝜌snd (𝛼))) ∩ dom(Γ). 𝛽0 ∈ Γ

(R1, R2)W
def

= (W .𝜌
fst
(R1),W .𝜌

snd
(R2))

(W1,W2) ⋑ W3

def

= W1.𝑛 = W2.𝑛 = W3.𝑛 ∧ W1.Δ +W2.Δ = W3.Δ ∧ W1.𝜌 = W2.𝜌 = W3.𝜌

Fig. 5. Auxiliary Definitions for the Logical Relation.

if the sets S1 and S2 are disjoint. Further, we write P(𝑋 ) for the power set of a set 𝑋 and 𝑋 ⇀ 𝑌

for the set of partial functions from 𝑋 to 𝑌 .

Proc. ACM Program. Lang., Vol. 5, No. ICFP, Article 95. Publication date: August 2021.



95:20 Taro Sekiyama and Takeshi Tsukada

6.2.1 Auxiliary Definitions. We define various relations as subsets of Atom [Δ,A1,A2], which
consists of pairs of terms that are of the types A1 and A2 under the typing context Δ, respectively.
We denote the set of pairs of well-typed results by Atom

res
.

As discussed in Section 6.1, worlds are triples of the form (n, Δ, 𝜌): n is a step index; Δ is a

typing context under which related terms are typechecked; and 𝜌 is a map from type variables 𝛼 to

triples (A1,A2, 𝑟 ) that consist of types A1 and A2 substituted for 𝛼 (on the left- and right-hand sides,

respectively) and relational interpretation 𝑟 of 𝛼 . For ease of access, we employ the dot notation:

W .𝑛,W .Δ, andW .𝜌 denote the step index, typing context, and interpretation ofW , respectively.

We also write 𝜌fst and 𝜌snd for capture-avoiding type substitutions that map a type variable 𝛼 in

dom(𝜌) to A1 and A2 when 𝜌 (𝛼) = (A1,A2, 𝑟 ), respectively. The bottom half of Figure 5 presents

operations to manipulate worlds. 𝜌 ⊎W returns the same world asW except that the interpretation

is 𝜌 ⊎W .𝜌 (we write 𝜌1 ⊎ 𝜌2 for the concatenation of mappings 𝜌1 and 𝜌2 with disjoint domains).

𝜔W applies the operation 𝜔 andW@𝛼 adds 𝛼1
toW .Δ.W − n decreasesW .𝑛 by number n. We

write ▶W for the one-step later world of W .

Worldn is a set of well-formed worlds indexed by natural numbers smaller than n. A worldW
is well formed, written ⊢ W , if and only if the domains ofW .Δ andW .𝜌 are disjoint and, for any

(A,A2, 𝑟 ) in the codomain of W .𝜌 , the types A1 and A2 are well formed under W .Δ and 𝑟 is a

relational interpretation indexed by W .𝑛.

Reln [A1,A2] is a set of relational interpretations, which, given a current world W , return a

set of pairs of results related at a certain type variable in W . The types of the results depend

onW .𝜌
fst

andW .𝜌
snd

because type substitutions may grow over time. Relational interpretations

in Reln [A1,A2] require that the current world W be in Worldn and worlds in Worldn involve

relational interpretations in Relm for some m < n. Thus, the definitions of worlds and relational

interpretations are stratified and can avoid circularity.

A relational interpretation 𝑟 must satisfy four properties. The first is monotonicity under the

world extension ⊒. This is a common property required by Kripke logical relations and states that

results R1 and R2 related in a world W1 must be related in any future world W2 of W1. Notice

that free type variables in the related results R1 and R2 may be substituted in the future world.

Thus, the definition in Figure 5 applies W2.𝜌 fst and W2.𝜌snd to R1 and R2, respectively. This is
expressed by the notation (R1, R2)W2

that is defined in the bottom of Figure 5. We follow this

convention throughout the definitions for the logical relation. The second property is what we call

irrelevance,5 which states that which results the relational interpretation 𝑟 contains is independent

of interpretations of type variables irrelevant to the types A1 and A2. This is required to prove the

logical relation compositional. Note that ordinary logical relations should be irrelevant because

they should reference only interpretations of type variables that occur in indexed types; see Neis

et al. [2011] for example. The last two properties require 𝑟 to be closed under the 𝜈 constructor.

The third is needed to prove the logical relation compatible with the 𝜈 constructor. The fourth

is for enabling the flexible reasoning with the logical relation. For example, it allows reasoning

about equivalence of polymorphic functions such that one returns a given argument wrapped

with redundant 𝜈-binders but the other returns the argument itself. These two requirements might

correspond to partial bijections in Kripke logical relations for name generation [Neis et al. 2011;

New et al. 2020; Pitts and Stark 1993]. Partial bijections represent one-to-one correspondences

between visible names. In our setting, visible are type variables with the use 1 in a world, that is,

those that can be bounded by 𝜈-constructors.

A worldW2 can be extended to a worldW1 (W1 ⊒ W2) if and only if the number of computation

steps left in W1 is not more than that in W2 and, for any type variable 𝛼𝜋
in W2.Δ, either W1.Δ

5
The name comes from Neis et al. [2011].
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RJ𝜄KW def

= {(𝜈𝛼1. c, 𝜈𝛼2. c) ∈ Atom [W , 𝜄]}
RJ𝛼KW def

= W .𝜌 [𝛼] (▶W )
RJA ⊸ BKW def

= {(R1, R2) ∈ Atom [W ,A ⊸ B] | ∀W ′ ⊒ W . ∀ (W1,W2) ⋑ W ′.

W1 ⊒ W =⇒ ∀ (R′
1
, R′

2
) ∈ RJAKW2. (R1 R′

1
, R2 R′

2
)W ′ ∈ EJBKW ′}

RJ∀𝛼.AKW def

= {(R1, R2) ∈ Atom [W ,∀𝛼.A] | ∀W ′ ⊒ W . ∀B1, B2, 𝑟 .
𝜔W ′ ⊢ (B1, B2, 𝑟 ) ∧ {𝛼}#𝜔W ′ =⇒

(R1 B1, R2 B2)𝜔W ′ ∈ EJAK {𝛼 Z⇒ (B1, B2, 𝑟 )} ⊎ 𝜔W ′}
RJ!AKW def

= {(R1, R2) ∈ Atom [W , !A] | (let !x = R1 in x, let !x = R2 in x) ∈ EJAK𝜔W }
EJAKW def

= {(M1,M2) ∈ Atom [W ,A] | ∀W ′ ⊒ W . ∀n < W ′.𝑛.

∀R1. W ′.𝜌
fst
(M1) −→n R1 =⇒

∃ R2. W ′.𝜌
snd

(M2) −→∗ R2 ∧ (R1, R2) ∈ RJAK (W ′ − n)}
GJΓK def

= {(W , 𝜍) | ∃Δ. ∃ ∏
x ∈ dom=1 (Γ) Δx .

⊢ W ∧ Γ � W .𝜌 ∧ W .Δ = Δ +∑
x∈dom=1 (Γ) Δx

∧ ∀𝛼𝜋 ∈ Γ. (∃ 𝜋 ′ ≥ 𝜋. 𝛼𝜋 ′ ∈ Δ) ∨ (𝜋 = 0 ∧ 𝛼 ∈ dom(W .𝜌))
∧ ∀ x :

1 A ∈ Γ. (𝜍fst (x), 𝜍snd (x)) ∈ RJAK (W .𝑛, Δx, W .𝜌)
∧ ∀ x :

𝜔 A ∈ Γ. (𝜍fst (x), 𝜍snd (x)) ∈ RJAK𝜔W }

Γ ⊢ M1 ⪯ M2 : A
def

= Γ ⊢ M1 : A ∧ Γ ⊢ M2 : A ∧
∀ (W , 𝜍) ∈ GJΓK. (𝜍fst (M1), 𝜍snd (M2))W ∈ EJAKW

Γ ⊢ M1 ≈ M2 : A
def

= Γ ⊢ M1 ⪯ M2 : A ∧ Γ ⊢ M2 ⪯ M1 : A

Fig. 6. Logical relation.

contains 𝛼𝜋 ′
for some 𝜋 ′ ≥ 𝜋 , orW1 .𝜌 provides 𝛼 with an interpretation if 𝜋 = 0 (i.e., 𝛼 may be

bound by Λ and thus may be replaced). To express this condition, the definition of ⊒ uses three

auxiliary definitions: Δ1 Ï Δ2 states that Δ2 may evolve into Δ1, that is, Δ1 may contain more type

variables and larger uses than Δ2; †(𝜌) is a typing context that consists of the type variables mapped

by 𝜌 and assigns only the use 0; and 𝜌2 ◦ 𝜌1 is an interpretation composed of 𝜌2 and 𝜌1. Then, the

definition of ⊒ formally expresses the condition on type variables inW2.Δ. For any 𝛼
𝜋 ∈ W2.Δ, the

formulaW1.Δ, †(𝜌) Ï W2.Δ implies either 𝛼𝜋 ′ ∈ W1.Δ for some 𝜋 ′ ≥ 𝜋 , or 𝜋 = 0 ∧ 𝛼 ∈ dom(𝜌).
For the latter case,W1.𝜌 = 𝜌 ◦W2.𝜌 implies thatW1 .𝜌 gives an interpretation of 𝛼 . The substitution

composition in this formula ensures that 𝛼 referenced inW2 is replaced with types given by 𝜌 in

W1. The last conditionW2.Δ � 𝜌 states that 𝜌 provides only type substitutions that preserve typing

of terms typechecked under W2.Δ. For type substitutions in 𝜌 to preserve the typing, the type

substitution lemma (Lemma 2 in Section 4.4) allows substituted types to reference type variables in

W2 .Δ only whenW2.Δ assigns use 0 to them. Thus, if 𝜌 substitutes types 𝜌fst (𝛼) and 𝜌snd (𝛼) for
a type variable 𝛼 inW2 .Δ, and if 𝜌fst (𝛼) or 𝜌snd (𝛼) references a type variable 𝛽 inW2.Δ, then we

require thatW2.Δ assign the use 0 to 𝛽 . Notice that 𝜌fst (𝛼) and 𝜌snd (𝛼) can reference type variables

in W1.Δ but not in W2 .Δ without restriction on their uses because such type variables must not

occur—thus not be generalized—in terms typechecked under W2 .Δ.
We defer the explanation of (W1,W2) ⋑ W3 to the next section.

Proc. ACM Program. Lang., Vol. 5, No. ICFP, Article 95. Publication date: August 2021.



95:22 Taro Sekiyama and Takeshi Tsukada

6.2.2 The Logical Relation. Figure 6 presents the definition of the logical relation, which consists

of relations RJAKW over pairs of results and relations EJAKW over pairs of terms. These relations

are subsets of Atom [W ,A] that contains terms typechecked under typing context W .Δ against

type A in which type variables are replaced with the corresponding type substitutions W .𝜌
fst

and

W .𝜌
snd

; the top of Figure 5 presents the definition.

The result relations RJAKW for base and of-course types are straightforward. Related results of

a base type must share the same constant in their underlying parts. The result relations RJ!AKW
for of-course types require related results to be constituted by unrestricted results related at A in

𝜔W where apparent type variables may be referenced only in an unrestricted manner.

Results are related at a type variable 𝛼 if and only if they are contained in the relational inter-

pretation of 𝛼 . When 𝜌 (𝛼) = (A1,A2, 𝑟 ), we write 𝜌 [𝛼] for the relational interpretation 𝑟 . As seen
in the definitions of Worldn and Reln, relational interpretations in a world W require argument

worlds having step indices smaller than W .𝑛. Thus, the result relation RJ𝛼KW passes the later

world ▶W of the current worldW to the relational interpretationW .𝜌 [𝛼]. However, this definition
causes an issue with the proof of compositionality; we will discuss it in Section 6.4 in detail.

The relations RJA ⊸ BKW for function types are defined as in the previous work on Kripke

logical relations [Ahmed et al. 2009; Ahmed 2006; Appel and McAllester 2001; Neis et al. 2011;

Pitts and Stark 1993]. Intuitively, results R1 and R2 related at a function type A ⊸ B in a world W
map arguments R′

1
and R′

2
related at the argument type A in any future worldW ′

ofW to terms

related at the return type B inW ′
. However, as discussed in Section 6.1, the arguments R′

1
and R′

2

to test the functions R1 and R2 are restricted not only by the type index A but also by the typing

context W ′.Δ of the world W ′
in which the applications run. Specifically, we need to prevent the

case that both the functions and arguments involve open type abstractions with the same type

variables because function applications composed of them violate the affine discipline in Λopen
. To

implement this idea, we use an operation (W1,W2) ⋑ W that splits a worldW into two worldsW1

andW2, which are the same asW except that their typing contexts are obtained by splitting the

uses in W .Δ. See the bottom of Figure 5 for the formal definition. The result relation RJA ⊸ BKW
splits a future world W ′

into W1 and W2 and use W2 to construct arguments R′
1
and R′

2
. To ensure

that the functions R1 and R2 are still typechecked in the other worldW1, the result relation requires

W1 to be an extension of W . Notice that this requirement is not implied only by W ′ ⊒ W and

(W1,W2) ⋑ W ′
. For example, letW andW ′

be worlds that assign the use 1 to a type variable 𝛼 .

Then, W1 .Δ Ï W .Δ holds only if W1.Δ assigns 1 to 𝛼 . However, because (W1,W2) ⋑ W ′
ensures

only W1 .Δ + W2.Δ = W ′.Δ for their typing contexts, it is possible that W1 .Δ assigns the use 0
(and W2 .Δ assigns 1) to 𝛼 and, as a result, W1.Δ Ï W .Δ does not hold. It is also notable that, as

in the previous work, the result relation allows constructing arguments R′
1
and R′

2
and testing the

applications R1 R′
1
and R2 R′

2
in any future world. This is crucial for ensuring monotonicity of the

result relations under world extension, a key property of Kripke logical relations.

The relation RJ∀𝛼.AKW for polymorphic type ∀𝛼.A in world W relates results R1 and R2
such that, for any future world W ′

of W , given a well-formed interpretation triple (B1, B2, 𝑟 )
under 𝜔W ′

, the type applications R1 B1 and R2 B2 are related at the type A in the extended world

{𝛼 Z⇒ (B1, B2, 𝑟 )} ⊎ 𝜔W ′
. The world 𝜔W ′

, not W ′
, is used because the underlying values of R1

and R2 are closed type abstractions, and their bodies are typechecked under 𝜔 (W ′.Δ).
The term relation EJAKW defines terms related at a type A in a worldW . We write M −→n M ′

when term M evaluates to term M ′
by 𝑛 steps. Then, terms M1 and M2 are related by EJAKW

if and only if, for any W ′ ⊒ W , when the term M1 evaluates to a result R1 by n steps for some

n < W ′.𝑛, the term M2 also evaluates to a result R2 and the results R1 and R2 are related at A in

the world (W ′ − n) where the W ′.𝑛 − n steps are left to run. This definition only says that the

term M2 mimics the behavior of M1 up toW .𝑛 steps. As seen shortly, the logical relation relates
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only terms that mimic each other up to any number of steps, thus indicating that the related terms

behave equivalently.

We have defined relations for terms wherein only type variables may occur free. For extending

to terms with both free type and term variables, we define GJΓK, which determines pairs of a

relational result substitution, ranged over by 𝜍 , and a world consistent with typing context Γ. A
relational substitution 𝜍 maps variables to pairs of results, and substitutions 𝜍fst and 𝜍snd replace a

variable x with results R1 and R2 when 𝜍 (x) = (R1, R2), respectively.
Let (W , 𝜍) ∈ GJΓK. For unrestricted variables in the typing context Γ, 𝜍 assigns unrestricted

results; thus, they must be related in the world 𝜔W . For affine variables, 𝜍 assigns affine results.

Because the results in 𝜍 are put into a single term, the typing contexts to typecheck the results in 𝜍

must be able to merge with each other; otherwise, applying 𝜍 may produce a term that violates

the affine discipline. Thus, G assigns a tying context Δx for every affine variable x in Γ, requires
results assigned for x to be related under Δx , and requires that all the typing contexts Δx can merge

with each other. To formalize this idea, we introduce the following notation:

∑
𝑥 ∈𝐼 Δx is the typing

context Δx1 + · · · + Δxn given a family of typing contexts Δx1 , · · · ,Δxn with a finite index set of

variables 𝐼 = {x1, · · · , xn}, and dom=1 (Γ) is the finite set of variables that are affine in Γ. We also

write ∃ ∏
x∈𝐼 Δx to existentially quantify Δx1 , · · · ,Δxn . Then, G requires W .Δ to be represented

by Δ +∑
x∈dom=1 (Γ) Δx for some typing context Δ that maintains or enlarges the uses in Γ. Every

type variable in Γ is contained either in Δ or in the interpretation W .𝜌 if its use is 0. The condition
Γ � W .𝜌 ensures that type substitutions inW .𝜌 preserve typing of terms typechecked under Γ.
The logical approximation relation Γ ⊢ M1 ⪯ M2 : A states that, for any world W and relational

result substitution 𝜍 that respect typing context Γ, 𝜌snd (M2) mimics the behavior of term 𝜌fst (M1)
in the world W . The logical (equivalence) relation Γ ⊢ M1 ≈ M2 : A states that M1 logically

approximates M2 and vice versa.

6.3 Properties
We show parametricity of Λopen

and soundness of the logical relation with respect to contextual

equivalence. A key property to prove them is the compatibility lemmas, which say that the logical

approximation relation is closed under the term constructors. This paper presents high-level proof

sketches of the compatibility lemmas for restrictions and open type abstractions; the statements

and detailed proofs of all the compatibility lemmas are in the supplementary material.

Lemma 7 (Compatibility: Restrictions). If Γ, 𝛼1 ⊢ M1 ⪯ M2 : A and Γ ⊢ A, then Γ ⊢ 𝜈𝛼.M1 ⪯
𝜈𝛼.M2 : A.

Proof. For simplicity, in this sketch, suppose M1 and M2 to be results R1 and R2, respectively.
Notice that it is easy to address non-result terms; see the supplementary material.

Let (W , 𝜍) ∈ GJΓK. Then, it suffices to show (𝜈𝛼. R1, 𝜈𝛼 . R2)W ∈ RJAKW .

(W , 𝜍) ∈ GJΓK implies (W@𝛼, 𝜍) ∈ GJΓ, 𝛼1K. Because Γ, 𝛼1 ⊢ R1 ⪯ R2 : A, we have

(R1, R2)W@𝛼 ∈ RJAKW@𝛼 . We then obtain the conclusion by applying the following lemma:

∀𝛼,A,W , R1, R2. {𝛼} # ftv(A) ∧ ⊢ W ∧ (R1, R2) ∈ RJAKW@𝛼 =⇒ (𝜈𝛼. R1, 𝜈𝛼 . R2) ∈ RJAKW .

This lemma can be proven by induction on A; the proof depends on the third property of relational

interpretations, specifically in the case that A is a type variable. □

Lemma 8 (Compatibility: Open Type Abstractions). If Γ1, 𝛼0, Γ2 ⊢ M1 ⪯ M2 : !A, then
Γ1, 𝛼

1, Γ2 ⊢ Λ◦⟨𝛼,M1 ⟩ ⪯ Λ◦⟨𝛼,M2 ⟩ : !∀𝛼.A.

Proof. This sketch supposes M1 and M2 to be values for simplicity. Further, it is easy to find

that the values take the forms !R1 and !R2 for some R1 and R2, respectively.
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Let (W , 𝜍) ∈ GJΓ1, 𝛼1, Γ2K. Then, we need to show

(Λ◦⟨𝛼, !R1 ⟩,Λ◦⟨𝛼, !R2 ⟩)W ∈ EJ!∀𝛼.AKW .

Because, for i ∈ {1, 2}, Λ◦⟨𝛼, !Ri ⟩ −→ !Λ𝛼.Ri and let !x = !Λ𝛼.Ri in x −→ Λ𝛼.Ri, the proof boils
down to showing that, for any W1 ⊒ 𝜔W − 2 and for any B1, B2, 𝑟 such that 𝜔W1 ⊢ (B1, B2, 𝑟 ),

((Λ𝛼.R1) B1, (Λ𝛼.R2) B2)𝜔W1
∈ EJA[𝛽/𝛼]K {𝛽 Z⇒ (B1, B2, 𝑟 )} ⊎ 𝜔W1 (1)

for some fresh 𝛽 ; the type variable 𝛼 in A is renamed to 𝛽 because 𝛼 ∈ dom(W1.Δ) ∪ dom(W1.𝜌).
Let W ′

be a world obtained by replacing 𝛼1 ∈ W .Δ with 𝛼0
. Then, as (W ′, 𝜍) ∈ GJΓ1, 𝛼0, Γ2K

and Γ1, 𝛼
0, Γ2 ⊢ !R1 ⪯ !R2 : !A, we can have (!R1, !R2)W ′ ∈ RJ!AKW ′

. This further implies

(R1, R2)W ′ ∈ RJAK (𝜔W ′ − 1) .
Here, we rename type variable 𝛼 in this formula to 𝛽 (this renaming is justified using (W , 𝜍) ∈
GJΓ1, 𝛼1, Γ2K) and then add 𝛼0

to the typing context of the renamed world. As a result, we have

(R1 [𝛽/𝛼], R2 [𝛽/𝛼])W ′ ∈ RJA[𝛽/𝛼]K (𝜔 (W ′
@𝛽) − 1) .

As𝜔 (W1@𝛽) ⊒ 𝜔 (W ′
@𝛽) −1 (this is proven byW1 ⊒ 𝜔W −2 = 𝜔W ′−2) and the world extension

relation allows giving interpretation (B1, B2, 𝑟 ) to 𝛽0, monotonicity of the result relation implies

(R1 [B1/𝛼], R2 [B2/𝛼])𝜔W1
∈ RJA[𝛽/𝛼]K {𝛽 Z⇒ (B1, B2, 𝑟 )} ⊎ 𝜔W1 .

This implies the formula (1) that we must prove. □

Theorem 5 (Fundamental Property). If Γ ⊢ M : A, then Γ ⊢ M ≈ M : A.

Proof. By induction on the derivation of Γ ⊢ M : A with the compatibility lemmas. □

To define contextual equivalence, we introduce the notion of contexts, which is defined as follows.

C ::= [ ] | 𝜆x .C | CM2 | M1 C | !C | let !x = C inM2 | let !x = M1 inC |
𝜈𝛼.C | Λ◦⟨𝛼,C ⟩ | Λ𝛼.C | CA

A context typing judgment C : (Γ ⊢ A) ⇝ (Γ′ ⊢ A′) states that, given a termM such that Γ ⊢ M : A,
the typing judgment Γ′ ⊢ C[M] : A′

is derivable; see the supplementary material for the formal

definition of the inference rules of context typing.

Definition 4 (Contextual Eqivalence). Contextual equivalence Γ ⊢ M1 ≈ctx M2 : A states
that (1) Γ ⊢ M1 : A, (2) Γ ⊢ M2 : A, and (3) for any base type 𝜄, constant c of 𝜄, program context C such
that C : (Γ ⊢ A) ⇝ (∅ ⊢ 𝜄), C[M1] −→∗ 𝜈𝛼1. c for some 𝛼1 if and only if C[M2] −→∗ 𝜈𝛼2 . c for
some 𝛼2.

Theorem 6 (Soundness w.r.t. Contextual Eqivalence). If Γ ⊢ M1 ≈ M2 : A, then Γ ⊢ M1 ≈ctx
M2 : A.

Proof. Let C be a context such that C : (Γ ⊢ A) ⇝ (∅ ⊢ 𝜄). By the compatibility lemmas,

∅ ⊢ C[M1] ≈ C[M2] : 𝜄 holds. Because the logical relation satisfies adequacy (i.e., given two terms

related by the logical relation, the termination of a term on one side implies the termination of the

term on the other side) and results related at a base type must have the same constant, we obtain

that: C[M1] −→∗ 𝜈𝛼1. c for some 𝛼1 if and only if C[M2] −→∗ 𝜈𝛼2. c for some 𝛼2. □

Finally, although we believe that every well-typed term in Λopen
terminates, our logical relation

does not imply it, which disables full reasoning about free theorems [Wadler 1989]. For example, in

System F, a function of type ∀𝛼.𝛼 → 𝛼 must be equivalent to the polymorphic identity function.

However, the development in this work cannot ensure that a function 𝑓 of ∀𝛼.𝛼 ⊸ 𝛼 is total, and

therefore we cannot prove the function 𝑓 equivalent to the identity function. Nevertheless, our
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logical relation can address partial free theorems wherein the termination property is assumed.

Interested readers are referred to the supplementary material, which discusses partial free theorems

for the empty type and the polymorphic identity type.

6.4 An Issue with the Result Relations at Type Variables
The result relations at type variables are defined using one-step later worlds. This gives rise to a

gap between program steps and step indices because referring to results involves no computation.

Specifically, it cause a technical issue with compositionality. Initially, we have formulated com-

positionality for result relations as

RJA[B/𝛼]KW = RJAKW ′

whereW ′ = {𝛼 Z⇒ (W .𝜌
fst
(B),W .𝜌

snd
(B), 𝑟 )} ⊎W and relational interpretation 𝑟 maps a given

worldW to RJBKW . However, this equation does not hold in the case of A = 𝛼 . In this case, we

need to prove

RJBKW = RJ𝛼KW ′ .

On the right-hand side, RJ𝛼KW ′ = 𝑟 (▶W ′) = RJBK ▶W ′ = RJBK ▶W (the last equation can be

proven using the irrelevance assumption on relational interpretations because we can suppose that

B is irrelevant to 𝛼). Unfortunately, in general, RJBK ▶W is not equal to RJBKW which appears

on the left-hand side of the equation.

To resolve this issue, instead of above 𝑟 , our proof of compositionality uses an interpretation 𝑟0
that increases the step index of a given world, that is, 𝑟0 maps a given worldW to RJBK (W + 1)
(where W + 1 = (W .𝑛 + 1, W .Δ, W .𝜌)). By taking this 𝑟0, we can have 𝑟0 (▶W ′) = RJBK (▶
W ′ + 1) = RJBKW ′ = RJBKW (again, the last equation comes from the irrelevance of B to 𝛼). Then,

we can prove the relations on the left- and right-hand sides in compositionality equivalent.

Unfortunately, this trick is ad-hoc and might not work well on languages with more complex

features, such as higher-order store. A promising approach to scaling to other features is to

use the technique developed by Ahmed et al. [2017], who provided a logical relation where the

interpretations of type variables are only defined one step later, like ours. Ahmed et al. aligned the

logical relation with program steps by computationally deferring the reference to values of type

arguments substituted for type variables via conversion. We expect that applying their idea to our

setting enables defining a scalable logical relation, but it is left for future work.

7 RELATEDWORK
7.1 Type-Preserving CPS Transformation
Type preservation of (CBV) CPS transformation for the simply typed 𝜆-calculus was discovered by

Meyer and Wand [1985]. Harper and Lillibridge attempted to extend it to polymorphism [Harper

and Lillibridge 1993a,b], but they discovered that extending to CBV implicit polymorphism needs

some restriction even if it is pure. Specifically, Harper and Lillibridge [1993b] proved that there

exists no meaning- and type-preserving CPS transformation where both the source and target

languages are 𝜆∀𝑣 . The use of 𝜆
∀
𝑣 as the target enables the contamination of the CPS image with

“exotic” terms corresponding to programming facilities, such as call/cc, that are inexpressive in
the source language and cannot safely cooperate with unrestricted implicit polymorphism. These

unsafe exotic terms cause the evaluation of certain CPS terms to go “wrong.” As 𝜆∀𝑣 is type safe, such

CPS terms cannot be well typed. We address this problem by restricting the use of continuations in

the CPS image to be affine, which excludes the unsafe exotic terms. This restriction might allow

the existence of exotic terms using continuations at most once, but our result indicates that they

safely cooperate with CPS terms.
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7.2 CPS Transformation with Linearity
Berdine et al. [2001, 2002] formalized the idea that pure terms use continuations only linearly via

CBV CPS transformation to the linear 𝜆-calculus of Barber and Plotkin [1996]. They also showed

that certain control constructs can be expressed by linearly used continuations. Berdine [2004]

extended this idea to the affine setting. Hasegawa [2002] generalized the notion of linearly used

continuations to that of linearly used effects and provided the monadic transformation from the

computational 𝜆-calculus [Moggi 1989] to the linear 𝜆-calculus. Thielecke [2003] found that the

invocation of call/cc can be characterized by two type-preserving CPS transformations: one

with answer type polymorphism and the other with linear types. Thielecke equipped the source

language with implicit polymorphism but imposed the value restriction. Thielecke [2004] provided

only CBN CPS transformation with answer type polymorphism for a language supporting both of

call/cc and unrestricted implicit polymorphism. Target languages with linear/affine types can

characterize source terms more precisely [Hasegawa 2002], but, to the best of our knowledge, no

prior work has examined linear/affine typing to achieve type-preserving CPS transformation for

unrestricted implicit polymorphism. We utilize the linear use of continuations in source terms for

that aim.

7.3 Logical Relations and Parametricity
Logical relations are well-known techniques to reason about the properties of programs. Since

the initial development by Tait [1967] and the seminal work by Plotkin [1973], logical relations

have been extended to a variety of programming facilities and applications. Here, we discuss only

the previous work closely related to ours. Reynolds [1983] established relational parametricity,

which ensures that polymorphic terms behave equivalently no matter how they are instantiated.

This is a simple but powerful reasoning principle; for example, it can prove theorems about

polymorphic functions [Wadler 1989]. As mentioned in Section 1.2, parametricity can also enhance

CPS transformation.

We proved parametricity of Λopen
by developing a step-indexed Kripke logical relation. Kripke

logical relations have been proven powerful enough to deal with programming facilities with

some circularity, and an established approach to circularity is to involve step indices in possible

worlds [Ahmed et al. 2009; Ahmed 2006; Appel and McAllester 2001; Neis et al. 2011]. We also

employed this approach to avoid circularity between worlds and relational interpretations.

Zhao et al. [2010] provided a logical relation for a polymorphic, linearly typed language and

proved parametricity and soundness of the logical relation with respect to contextual equivalence.

As in the present work, their logical relation may also relate open terms—in particular, it can relate

terms containing free term and type variables—to exploit linearity of their language. Their logical

relation is indexed by typing contexts and allows their augmentation, as ours is indexed by possible

worlds that contain typing contexts. However, unlike our work, they did not consider substitution

for free (type) variables in running terms. Thus, their handling of free (type) variables is similar to

that of dynamic name creation in the work by Pitts and Stark [1993].

7.4 Decomposition of Type Abstraction
A key idea of our CPS target languageΛopen

is the decomposition of the type abstraction mechanism.

Montagu and Rémy [2009] took a similar approach to decomposing the module unpacking construct

with existential types, aiming at the simplification of a module language. As we decompose type

abstraction into restrictions and open type abstractions, their decomposition derives two more

atomic constructs for unpacking: one for binding existential type variables and the other for

linking the existential type variables with the witness types of unpacked modules. They managed
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existential type variables as linear resources to avoid linking the same type variable with different

witness types. In their work, all functions are unrestricted. To ensure the linearity of existential

type variables in such a situation, their language prevents functions from using the existential type

variables bound outside the functions. This is more restrictive than the use of linear types (with

which linear resources can occur within linear functions), but it enables avoiding some circularity

and easily translating their language to System F. However, their approach is inadequate for our

setting because we need to generalize type variables within continuation functions outside which

the type variables are bound. The use of affine types allows more flexible use of type variables.

8 CONCLUSION
This work studied type-preserving CBV CPS transformation for a pure language with unrestricted

implicit polymorphism. We identified the challenge of scope intrusion, which happens by lifting

terms under type variable binders to the top of a program, and addressed it by defining a new

type-safe CPS target language Λopen
with restrictions, open type abstractions, and affine types.

Restrictions and open type abstractions can defer binding of type variables in closed type abstraction,

and affine types enforce the type-safe use of open type abstractions. We then provided a CPS

transformation from Curry-style CBV System F to Λopen
and proved the CPS transformation type

and meaning preserving. Aiming at establishing parametricity of Λopen
, we also constructed a

parametric, step-indexed Kripke logical relation for terms in which free type variables may occur

and may be replaced later via open type abstractions. We captured this characteristic behavior

of Λopen
with worlds and the world extension relation and proved the Fundamental Property of

the logical relation and its soundness with respect to contextual equivalence. We believe that this

study has opened up the possibility for more languages to gain the benefits of type-preserving CPS

transformation.

Our work depends on the linearity of continuations, but it is violated in the presence of some

effects. For example, general control operators allow invoking continuations multiple times, and,

even if captured continuations are restricted to be invoked only once, multi-shot continuations can

be implemented with higher-order store [Friedman and Haynes 1985]. Because naively introducing

these effects to Curry-style System F results in being unsound [Gordon et al. 1979; Harper and

Lillibridge 1991], we need to restrict, e.g., polymorphism or effects. It is a crucial future work to

provide type-preserving CPS transformation for effectful languages with restrictions other than

the value restriction.

The following are other future directions. An application of our work is to design typed IRs

for implicitly polymorphic CBV languages that do not adopt the value restriction. Extending the

development to other IR forms is also attractive. In particular, A-normal form translation [Flanagan

et al. 1993] has a problem similar to CPS transformation because it also lifts redexes to the top of a

program. Applying our approach to A-normal form translation is promising to solve the problem.

Our CPS transformation also suggests type safety of a polymorphic language where continuations

are used only once. Therefore, we conjecture that a polymorphic language only with a one-shot
control operator (and without higher-order store) is safe. Finally, we are curious about extending

our work to dependent typing and to programming facilities that allow evaluation beneath binding

constructs, such as staged computation.
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